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SELECTED PAPERS BOOK

A number of selected papers presented at KDIR 2024 will be published by Springer in a CCIS Series book.
This selection will be done by the Conference Chair and Program Co-chairs, among the papers actually
presented at the conference, based on a rigorous review by the KDIR 2024 Program Committee members.
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FOREWORD

This book contains the proceedings of the 16th International Joint Conference on Knowledge Discovery,
Knowledge Engineering and Knowledge Management. This year, IC3K was held in Porto, Portugal, from
17 to 19 November, 2024. It was sponsored by the Institute for Systems and Technologies of Information,
Control and Communication (INSTICC). IC3K 2024 was also organized in collaboration with the ACM
Special Interest Group on Artificial Intelligence, the Association for the Advancement of Artificial Intelli-
gence and the Portuguese Association for Artificial Intelligence.

The purpose of the IC3K series is to bring together researchers, engineers, and practitioners in the areas of
Knowledge Discovery and Information Retrieval (KDIR), Knowledge Engineering and Ontology Develop-
ment (KEOD) and Knowledge Management and Information Systems (KMIS).

IC3K this year, as in previous years, was composed of 3 subconferences, each specializing in one of the
aforementioned knowledge areas, namely KDIR, KEOD, and KMIS.

IC3K 2024 received 175 paper submissions from 47 countries of which 21.14% were accepted and published
as full papers. A double-blind paper review was performed for each submission by at least 2 but usually 3 or
more members of the International Program Committee, consisting of established researchers and domain
experts.

The high quality of the IC3K 2024 program is enhanced by the keynote lectures delivered by distinguished
speakers who are renowned experts in their fields: Carlo Sansone (University of Naples Federico II, Italy),
Nirmalie Wiratunga (The Abderdeen Robert Gordon University, United Kingdom) and João Gama (Univer-
sity of Porto, Portugal).

The conference is complemented by a Special Session on Ontologies for Digital Twin modelling, chaired by
Fatma Chamekh. In addition, some tutorials on relevant topics have been offered to the conference audience.

All papers presented will be available in the SCITEPRESS Digital Library and will be submitted for eval-
uation for indexing by SCOPUS, Google Scholar, The DBLP Computer Science Bibliography, Semantic
Scholar, Engineering Index and Web of Science / Conference Proceedings Citation Index.

In recognition of the best papers, several awards will be presented at the closing session of the conference,
based on the combined scores of the paper reviewers, as assessed by the Programme Committee, and the
quality of the presentation, as assessed by the session chairs at the conference venue.

Authors of selected papers will be invited to submit extended versions for inclusion in a forthcoming book
of IC3K Selected Papers to be published by Springer, as part of the CCIS Series. Some papers will also
be selected for publication of extended and revised versions in the special issue of the Springer Nature
Computer Science Journal.

The program for this conference required the dedicated efforts of many people. Firstly, we must thank
the authors, whose research efforts are herewith recorded. Next, we thank the members of the Program
Committee and the auxiliary reviewers for their diligent and professional reviewing. We would also like
to express our sincere gratitude to the invited speakers for their invaluable contributions and for taking the
time to prepare their presentations. Finally, a word of appreciation for the hard work of the INSTICC team;
organizing a conference of this level is a task that can only be achieved by the collaborative effort of a
dedicated and highly competent team.

We wish you all an exciting and inspiring conference. We hope to have contributed to the development
of our research community, and we look forward to presenting more research at the next edition of IC3K,
details of which can be found at https://ic3k.scitevents.org.

Frans Coenen
University of Liverpool, United Kingdom
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Ana Fred
Instituto de Telecomunicações and Instituto Superior Técnico (University of Lisbon), Portugal
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Multimodal Deep Learning in Medical Imaging

Carlo Sansone
Dipartimento di Ingegneria Elettrica e delle Tecnologie dell’Informazione, University of Naples Federico II, Naples, Italy

Abstract: In this talk, we will consider how Deep Learning (DL) approaches can profitably exploit the presence of
multiple data sources in the medical domain. First, the need to be able to use information from multimodal data
sources is addressed. Starting from an analysis of different multimodal data fusion techniques, an innovative
approach will be proposed that allows the different modalities to influence each other. However, in medical
applications it is often very difficult to obtain high quality and balanced labelled datasets due to privacy and
sharing policy issues. Therefore, several applications have leveraged DL approaches in data augmentation
techniques, proposing models that can create new realistic and synthetic samples. Consequently, a new data
source can be identified, namely a synthetic data source. In this context, a data augmentation method based
on deep learning, specifically designed for the medical domain, will be presented. It exploits the biological
characteristics of images by implementing a physiologically-aware synthetic image generation process.

BRIEF BIOGRAPHY

Carlo Sansone is currently Full Professor of Com-
puter Engineering at the Dipartimento di Ingegneria
Elettrica e Tecnologie dell’Informazione of the Uni-
versity of Naples Federico II. His basic interests cover
the areas of image analysis, pattern recognition and
machine and deep learning. From an applicative point
of view, his main contributions were in the fields of
biomedical image analysis, biometrics, intrusion de-
tection in computer networks and image forensics.
He coordinated several projects in the areas of arti-
ficial intelligence, biomedical images interpretation
and network intrusion detection. Prof. Sansone is a
member of the IEEE and of the International Associ-
ation for Pattern Recognition (IAPR). In 2012 he was
elected Vice-President of the GIRPR (the Italian As-
sociation affiliated to the IAPR) for two terms (four
years).

Sansone, C.
Multimodal Deep Learning in Medical Imaging.
Paper published under CC license (CC BY-NC-ND 4.0)
In Proceedings of the 16th International Joint Conference on Knowledge Discovery, Knowledge Engineering and Knowledge Management (IC3K 2024) - Volume 1: KDIR, page 5
ISBN: 978-989-758-716-0; ISSN: 2184-3228
Proceedings Copyright © 2024 by SCITEPRESS – Science and Technology Publications, Lda.
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Intelligent Reuse of Explanation Experiences: The Role of Case-Based
Reasoning in Promoting Best Practice in Explainable AI

Nirmalie Wiratunga
RGU’s School of Computing, United Kingdom

Abstract: The EU now requires that machine learning models provide an explanation of their decisions. Different stake-
holders may have different backgrounds, competencies, and goals, which may require different types of ex-
planations. Interpreting and explaining machine learning (ML) models can be done in various ways, and there
are many options available. However, it’s difficult to know which method or combination of methods to use
for different AI models and different deployment situations. The iSee project is trying to tackle this question.
In this talk we will discuss why Case-Based Reasoning (CBR) is well placed to promote best practices in Ex-
plainable AI (XAI). We will also explore how CBR can be used to reason about end-users’ XAI experiences
and enable the sharing and reusing of such experiences through the iSee platform (https://isee4xai.com/). The
talk will present the key components that facilitate reasoning in iSee – an ontology to model experiences, cases
to capture experiences, a retrieval engine to identify best practice, and an interactive interface to engage with
end-users

BRIEF BIOGRAPHY

Nirmalie Wiratunga is a Professor in Intelligent Sys-
tems at RGU’s School of Computing, and the As-
sociate Dean for Research in the school, with over
two decades of experience in computer science and
AI research. She has held positions such as post-
doctoral researcher on EPSRC funded projects, and
was appointed Readership in 2009, and Professorship
in 2016. Nirmalie lead’s the Artificial Intelligence
& Reasoning Research Group (AIR) in the School
of Computing. She has been involved in numerous
funded AIR projects, including the development of
platforms for reusable explainable AI experiences and
initiatives in healthcare.

Wiratunga, N.
Intelligent Reuse of Explanation Experiences: The Role of Case-Based Reasoning in Promoting Best Practice in Explainable AI.
Paper published under CC license (CC BY-NC-ND 4.0)
In Proceedings of the 16th International Joint Conference on Knowledge Discovery, Knowledge Engineering and Knowledge Management (IC3K 2024) - Volume 1: KDIR, page 7
ISBN: 978-989-758-716-0; ISSN: 2184-3228
Proceedings Copyright © 2024 by SCITEPRESS – Science and Technology Publications, Lda.
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Recent Advances in Learning from Data Streams

João Gama
University of Porto, Portugal

Abstract: Learning from data streams is a hot topic in machine learning and data mining. This talk presents two prob-
lems and discusses streaming techniques to solve them. The first problem is the application of data stream
techniques to predictive maintenance. We propose a two-layer neuro-symbolic approach to explain black-
box models. The explanations are oriented toward equipment failures. For the second problem, we present
a streaming algorithm for online hyperparameter tuning. The Self hyper-parameter Tuning (SPT) algorithm
is an optimisation algorithm for online hyper-parameter tuning from non-stationary data streams. SPT is a
wrapper over any streaming algorithm and can be used for classification, regression, and recommendation.

BRIEF BIOGRAPHY

João Gama is a Full Professor at the Faculty of Econ-
omy, University of Porto. He is a researcher and
vice-director of LIAAD, a group belonging to IN-
ESC TEC. He got the PhD degree from the Univer-
sity of Porto, in 2000. He is a Senior member of
IEEE.He has worked on several National and Euro-
pean projects on Incremental and Adaptive learning
systems, Ubiquitous Knowledge Discovery, Learning
from Massive, and Structured Data, etc. He served as
Co-Program chair of ECML 2005, DS 2009, ADMA
2009, IDA 2011, and ECML/PKDD 2015. He served
as track chair on Data Streams with ACM SAC from
2007 till 2016. He organized a series of Workshops
on Knowledge Discovery from Data Streams with
ECML/PKDD, and Knowledge Discovery from Sen-
sor Data with ACM SIGKDD. He is the author of sev-
eral books on Data Mining (in Portuguese) and au-
thored a monograph on Knowledge Discovery from
Data Streams. He authored more than 250 peer-
reviewed papers in areas related to machine learning,
data mining, and data streams. He is a member of the
editorial board of international journals ML, DMKD,
TKDE, IDA, NGC, and KAIS. He (co-)supervised
more than 12 PhD students and 50 MSc students.

Gama, J.
Recent Advances in Learning from Data Streams.
Paper published under CC license (CC BY-NC-ND 4.0)
In Proceedings of the 16th International Joint Conference on Knowledge Discovery, Knowledge Engineering and Knowledge Management (IC3K 2024) - Volume 1: KDIR, page 9
ISBN: 978-989-758-716-0; ISSN: 2184-3228
Proceedings Copyright © 2024 by SCITEPRESS – Science and Technology Publications, Lda.
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FULL PAPERS





Learning to Rank for Query Auto-Complete with Language Modelling in
Enterprise Search

Colin Daly1,2 a and Lucy Hederman1,2 b

1The ADAPT SFI Research Centre, Ireland
2School of Computer Science and Statistics, Trinity College Dublin, Ireland
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Abstract: Query Auto-Completion (QAC) is of particular importance to the field of Enterprise Search, where query
suggestions can steer searchers to use the appropriate organisational jargon/terminology and avoid submitting
queries that produce no results. The order in which QAC candidates are presented to users (for a given prefix)
can be influenced by signals, such as how often the prefix appears in the corpus, most popular completions,
most frequently queried, anchor text and other of a document, or what queries are currently trending in the
organisation. We measure the individual contribution of each of these heuristic signals and supplement them
with a feature based on Large Language Modelling (LLM) to detect jargon/terminology. We use Learning
To Rank (LTR) to combine the weighted features to create a QAC ranking model for a live Enterprise Search
service. In an online A/B test over a 12-week period processing 100,000 queries, our results show that the
addition of our jargon/terminology detection LLM feature to the heuristic LTR model results in a Mean Re-
ciprocal Rank score increase of 3.8%.

1 INTRODUCTION

Query Auto-Completion (QAC) presents users with a
ranked list of suggested queries in a drop-down box
as they start typing their query in a search box. QAC
facilitates the search process by making it easier for
users to finish entering their queries without typing
all the letters.

The user’s query prefix can be reformulated in-
line to use specific ‘wording’ that ensures relevance
or semantic matching. This reformulation is particu-
larly useful for Enterprise Search (ES), where organ-
isations have their own jargon and terminology. QAC
can also help avoid users submitting queries that pro-
duce no results (a potentially common occurrence, as
an ES corpus is small compared to WS) (Kruschwitz
and Hull, 2017).

A consequence of the ubiquity of commer-
cial/Internet Web Search (WS) is that users have high
expectations when it comes to interacting with search
engines (Davis et al., 2011). Cleverley and Burnett
refer to this as ‘Google Habitus’ (Cleverley and Bur-
nett, 2019). Ranked query suggestions are an ex-

a https://orcid.org/0000-0001-7218-7765
b https://orcid.org/0000-0001-6073-4063

pected characteristic of every interactive search ser-
vice (White, 2018).

The simple definition of ES is finding the informa-
tion needed within an organisation (Bentley, 2011).
Many employees or members of an organisation may
not be proficient in using their organisation’s jargon
and terminology. QAC for ES can educate new staff
members about the range of selections available to
them and assist in narrowing that selection even be-
fore the user has finished typing a query. For com-
mercial WS services, the search box typically occu-
pies the centre of an otherwise blank page. Major
providers such as Google, Yahoo, Bing, and Baidu of-
fer ten auto-complete suggestions. For ES, the search
box is less prominent and has limited real estate to
present suggestions. For this reason, many ES ser-
vices present fewer suggestion candidates. Addition-
ally, more suggestions could cause users (especially
on mobile devices) to either begin to ignore sugges-
tions (at which point the additional suggestions be-
come mere noise) or spend an inordinate amount of
time reading suggestions (interrupting or even halting
the flow of their search session) (Scott, 2022). Where
an ES service presents a restricted number of sugges-
tions, their ranking is more important.

Learning to Rank (LTR) is the application of su-
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pervised machine learning techniques to train a model
to list the best ranking order (Li, 2011; Xu et al.,
2020). In the context of QAC, this involves com-
bining signals to present the best order of query can-
didates for a given query prefix. LTR computes the
optimum ‘weight’ (importance) of signals, which are
extracted from the ES corpus, and query log files.

The challenge of deciphering enterprise jar-
gon/terminology within a corpus lends itself to the
fields of natural language processing (NLP) and
large language models (LLM). LLMs, such as Ope-
nAI’s GPT (Generative Pre-trained Transformer), are
trained on large datasets containing vast amounts of
text from diverse sources. Word embeddings can
capture semantic relationships between words in text
data. While LLMs and embeddings are regularly used
in e-commerce (Singh et al., 2023a) and commercial
search engines (Li et al., 2017), their application for
ES has not been sufficiently explored.

In this paper, we introduce a ranking feature
explicitly designed for ES. We call this ‘QACES’
(Query Auto-Complete for Enterprise Search). This
feature is centred on the relative unusualness of
words, such as those used in organisational jar-
gon/terminology. QACES is scalable and can be
applied to any ES service. Our hypothesis is that
adding the QACES feature to a heuristic LTR rank-
ing model will significantly increase the QAC ranking
performance, as measured by Mean Reciprocal Rank
(MRR). The major contribution of this research is the
introduction of our new feature designed to detect, un-
derstand and suggest jargon/terminology specific to
organisations. For performance context, we undertake
an offline ablation study to measure the individual im-
provement of each ranking feature. Subsequently, we
perform an A/B test on a live ES service of a large
third-level academic institution to confirm that the ad-
dition of the QACES feature to our heuristic model
can significantly improve QAC ranking performance.

2 RELATED WORK

2.1 QAC Components

Depending on a researcher’s field of study, the ter-
minology used to describe QAC varies widely. A
user’s incomplete input is often referred to as a ‘query
prefix’. The generated query suffixes or suggestions
are ‘query candidates’ or ‘query completions’. Lesser
used terminologies used to describe the same or sim-
ilar functionality include typeahead, query transfor-
mation (Croft, 2010), ‘search as you type’ (Turn-
bull and Berryman, 2016), predictive search, auto-

suggest, real-time query expansion (RTQE) (White
and Marchionini, 2007), query modification sugges-
tions (Kruschwitz and Hull, 2017) and subword com-
pletion (Kim, 2019). A closely related and overlap-
ping concept to QAC is ‘auto-complete suggestion’,
which is a more general term that often encompasses
a broader range of features aimed at assisting users
in formulating queries that do not necessarily contain
the same starting string of characters. Google differ-
entiates these two concepts by using the word ‘predic-
tions’ rather than ‘suggestions’. For predictions, the
priority is to faithfully ‘help people complete a search
they were intending to do, not to suggest new types of
searches to be performed.’1. In practice, since QAC
may also include the related tasks of suggestion, cor-
rection (e.g. spelling reformulation) and expansion,
the terms QAC and query suggestion are usually used
interchangeably (Yadav et al., 2021; Li et al., 2017),
as is the case in this study.

2.2 Approaches to QAC Ranking

There are two principal approaches to ranking QAC
candidates (Cai and De Rijke, 2016). The first,
more traditional approach is heuristic and combines
domain-specific signals from a corpus and query
logs. This approach, where ranking signals are hand-
crafted based on relevance or popularity, typically
uses experimental or trial-and-error methods to ap-
ply weightings to features. The heuristic approach
produces ranking models that are relatively transpar-
ent. The second approach employs NLP or Lan-
guage Modelling to produce context-aware sugges-
tions (Singh et al., 2023a; Kim, 2019). Learning to
Rank can combine or ’fuse’ the two approaches with
any number of features (Rahangdale and Raut, 2019;
Guo et al., 2016) as outlined in §3.

2.3 Historical QAC Data

Relevance judgements in the form of annotated query-
document pairs are typically required to train a rank-
ing model for documents on the Search Engine Re-
sults Page (SERP) (Joachims, 2002; Daly, 2023).
QAC researchers rarely rely on the same editorial
effort to manually annotate prefix-candidate pairs.
More often, QAC relies on the collection of large-
scale historical data for QAC tasks (Chang and Demg,
2020). Previously recorded behaviour and queries
provide useful information for any user’s intent and
can be leveraged to suggest completions that are more

1https://blog.google/products/search/how-google-
autocomplete-works-search/, accessed 29th June 2023
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relevant while adhering to the user’s prefix (Yadav
et al., 2021).

Most Popular Completions (MPC) is a ranking
feature that proposes completion candidates based on
user preferences recorded in historical search data.
For this reason, and because of a reluctance of users
to provide explicit feedback (Kruschwitz and Hull,
2017), MPC is typically considered the main indica-
tor of historical relevance (Li et al., 2017) and thus
considered to be a credible proxy for ground truth in
many datasets.

A similar ranking feature extracted from historical
logs is Most Frequent Queries (MFQ) (Yadav et al.,
2021). These queries represent the topics or key-
words searched for most frequently by the user com-
munity. MFQ simply ranks the most frequent sug-
gestions matching the input prefix and is particularly
useful when MPC data is sparse.

Much research for QAC focuses on improving the
relevance of suggested queries using a ranking model
trained and evaluated with data generated by com-
mercial search engines, such as the 2006 AOL WS
dataset (Pass et al., 2006), which includes over 10
million queries. ES differs from WS insofar as the
content may be indexed from multiple databases (e.g.
corporate directories) and intranet document reposi-
tories. ES may also include searches for explicitly
indexed usernames, course codes, tracking numbers,
purchasing codes or any datum specific to the organ-
isation (Craswell et al., 2005). In §3.3, we demon-
strate that the AOL query history is sweeping, cen-
tred around popular culture and often archaic. While
the AOL QAC dataset is not ideal, we could not find
a more relevant ES benchmark. A test collection or
dataset based on Enterprise Search is hard to come
by, as organisations are not inclined to open their in-
tranet to public distribution, even for research pur-
poses (Craswell et al., 2005; Cleverley and Burnett,
2019).

Personalisation of an individual user’s session
or recent history enables ‘contextual suggestions‘,
which has proved very effective for completing a
user’s query prefix in Web Search (Fiorini and Lu,
2018). For example, if a particular user submits a
Google search for ”Past American Presidents”, then
if his/her next query prefix starts with an ‘N’, the sug-
gestion will be ‘Richard Nixon’. The use of person-
alisation for QAC in the domain of Enterprise Search
seems to be rare, possibly because members of the or-
ganisation may not wish to be ‘profiled’.

2.4 Trending Queries

Queries that have been popular in a recent time pe-
riod merit a ranking feature to capture temporal be-
havioural trends. In 1999, the operators of the Lycos
commercial Web Search engine began publishing a
weekly list of the 50 most popular queries submit-
ted. The query term ‘Britney Spears’ was number
two on the weekly list. The popularity of that term
endured, and ‘Britney Spears’ never fell off the list
over the next eight years. This meant that the list was
quite static, and emergent topics were volumetrically
drowned out. This has sometimes been referred to as
‘The Britney Spears Problem’ (Hayes, 2008). A more
dynamic list tells us what topic or query is up and
coming or generating a buzz as measured by a sud-
den abnormal burst of interest. This concept is known
as trending and is based on the relative spike in the
volume of clustered topic searches in relation to the
absolute volume of searches. Unlike the popularity
list, the trend list would exclude the constantly popu-
lar ‘Britney Spears’.

2.5 Terms Extracted from the Corpus

The preceding sections describe how historical log
data can be harnessed to create candidates. Sepa-
rately, candidates can also be retrieved from the cor-
pus. Enterprise Search engines like Apache Solr (The
Apache Software Foundation., 2004) are designed for
the explicit retrieval of Term Frequency (TF) within
a particular field of a schema, such as title, content
body, anchors, footers, etc. A candidate indexed from
anchor text within a corpus is likely to be more im-
portant than a candidate from the content field.

2.6 Jargon/Terminology

Jargon is enterprise-specific vocabulary that employ-
ees/members can understand. It encompasses words,
phrases, expressions, and idioms that are not univer-
sally familiar or properly understood. The same term
can have a different meaning outside of the organi-
sation. A search for ‘timetable’ in WS will proba-
bly return bus or train times. Krushwitz gives the ex-
ample that the same search in a third-level education
institution might be aimed at lecture timetables (in
Autumn) or exam timetables (in Spring) (Kruschwitz
et al., 2013).

Although excessive use of jargon and terminology
in organisations is often perceived as exclusionary, we
use the terms here in a positive context for conveying
complex ideas, processes, or services among employ-
ees/members who share common knowledge of the
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enterprise. In this context, jargon and terminology fa-
cilitate efficient communication.

As we will see in §3, the task of detecting enter-
prise jargon/terminology terms within a corpus lends
itself to the fields of NLP and LLM. Once the terms
have been detected and scored, they can be used as
another feature in our model.

2.7 Learning to Rank for QAC

Users’ search history is generally the most likely in-
dicator of current search intent (Chang and Demg,
2020). The use of MPC and MFQ to extract sug-
gestions from historical log data assumes that cur-
rent and future query popularity distribution will re-
main the same as previously observed. A generalised
ranking model is therefore required to handle as-yet-
unseen queries. LTR can be used to combine multi-
ple features with the optimum weighting contribution
to a ranking model. When a user types a query pre-
fix, Apache Solr can retrieve and dynamically score
suggestions from multiple sources using a ‘weightEx-
pression’ in real-time.

2.8 Metrics for QAC

The evaluation of QAC performance has two general
approaches (Chang and Demg, 2020), each of which
has its own metric:
1. The MRR metric focuses on the quality of rank-

ing.
2. The Minimum Keystroke Length (MKS) metric

that focuses on savings of a user’s keystroke
effort (Duan and Hsu, 2011).

Since this study focuses on ranking rather than
keystroke effort, we compute MRR, which is widely
accepted as the principal metric for evaluating QAC
ranking performance (Li et al., 2017; Cai and De Ri-
jke, 2016). The MRR metric is appropriate when-
ever evaluating a list of possible responses to a sample
of queries, ordered by the probability of correctness.
The Reciprocal Rank (RR) of a query response is the
multiplicative inverse of the rank of the first correct
answer: 1 for first place, 1⁄3 for third place, or zero
if the submitted query is not present in the ranked
list (Singh et al., 2023a). The mean reciprocal rank is
the average of the RR results for a sample of queries
Q:

MRR =
1
|Q|

|Q|
∑
i=1

1
ranki

where ranki refers to the rank position of the first rele-
vant document for the ith query. MRR only considers

the rank of the first relevant candidate (if there are fur-
ther relevant candidates, they are ignored).

3 METHODS

This section describes how logging is configured to
capture users’ autocomplete session behaviour. This
historical behaviour is converted into a QAC dataset,
which is used to train a baseline ranking model us-
ing LTR-weighted features. We describe each feature
and analyse its contribution. We describe how our
QACES concept can supplement the baseline heuris-
tic features. The subsequent ranking models are then
evaluated using the MRR metric.

3.1 Log Collection for QAC

To enable detailed capture of users’ session be-
haviour, the log4j module2 of the Apache Solr Enter-
prise Search platform (The Apache Software Founda-
tion., 2004) is modified to record the suggestion can-
didates for a given query prefix, the selected candidate
(if any), and finally, the submitted query. This session
data enables the calculation of an RR score (§2.8).
Table 1 lists the recorded parameters for each query
session.

Table 1: QAC session logging parameters to capture sug-
gestion candidates, record the user’s selection, and the sub-
mitted query.

Parameter ES QAC Dataset example
user id (anon) qtp1209411469-21
session id 33418(rid)
time stamp 2024-01-14 16:25:37.697
prefix “aca”

top
suggestion
candidates

academic registry, academic
calendar, academic year
structure, academic registry
fees, academic year, aca-
demic practice, academic
resources

submitted
query “academic registry”

The QAC session id commences as soon as the
first letter is typed into the search box and ends when
the user selects a suggestion candidate or hits submit
with the fully typed query (Li et al., 2017).
This enhanced logging has no discernible impact on
the responsiveness or latency of our live ES service.

2https://cwiki.apache.org/confluence/display/solr/
SolrLogging, accessed 16th Jan 2024
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Storage was added to the backend linux servers to host
both the enhanced logging file size and file retention
for 180 days.

3.2 QAC Dataset Construction

3.2.1 Ground Truth

Yossef et al. claim that MPC carries ‘the wisdom of
the crowds’ (Bar-Yossef and Kraus, 2011). It can be
regarded as an approximate maximum likelihood es-
timator (Li et al., 2017; Yadav et al., 2021). In our
study, we use MPC as a surrogate for judgements of
prefix-candidate pairs. For a given prefix, enumerated
judgements {2-5} are allocated to the candidates, rep-
resenting {irrelevant, moderately relevant, relevant,
highly relevant}. The judgement scores are computed
as a percentile of the MPC score. Figure 1 shows an
extract of our dataset, which has been formatted for
use with an LTR framework (§3.5).

3.2.2 Sensical Suggestions

An important pre-processing step applied to any QAC
dataset for ES is the removal of suggestions that
would produce no search results if selected. An in-
correct suggestion may be considered more damag-
ing than no suggestion, as it would undermine users’
confidence in the ES service. This step is sometimes
referred to as producing ‘plausible completions‘ or fil-
tering out of ‘nonsensical’ suggestions (Yadav et al.,
2021). For example, many suggestions extracted from
the 2006 AOL WS dataset (Table 2) cannot be used.
Even the top AOL queries, such as ‘mapquest’ and
‘myspace’ do not produce search results within our
ES corpus.

3.2.3 Pre-Processing

Further pre-processing steps involved converting all
queries, prefixes, and completions to lowercase. Full
stops, other punctuation, and diacritics were removed.
Queries and suggestions with less than three char-
acters, more than eight words, or 50 characters
(whichever was the bigger) were removed or trun-
cated. All non-English queries were removed.

3.3 Heuristic Ranking Features

We describe the list of ranking functions below as
‘heuristic’ because they are carefully hand-crafted
based on domain knowledge and information retrieval
principles.

• MFQ. The ‘Most Frequent Queries’ feature con-
sists of a table of queries with their frequency of

occurrence extracted from the query logs. An ex-
ample is ”data science 410”, which tells us that
the query ‘data science’ has been submitted to
the search engine 410 times. The Search De-
mand Curve (Figure 2) shows the outsize impact
that a small number of popular queries has on
the overall volume of search activity. Accord-
ing to Kritzinger et al, popular search terms make
up 30% of the overall searches performed on
commercial Web Search engines. Using zoning
norms devised by the SEO community in 2011,
the 18.5% of searchers with the highest occur-
rence is known as the Fat Head. The next 11.5% is
termed the Chunky Middle (Kritzinger and Wei-
deman, 2013). The Long Tail (x-axis) in Figure
2 has been limited for presentation purposes but
actually represents 70% of the search volume. In
our ES query logs, we see that 65 queries account
for 18.5% of all search volume3.

• aolFeature This feature extracts pertinent queries
from the AOL WS dataset (20 million search
queries from about 650,000 users collected be-
tween May and July 2006). Since our ES ser-
vice must only offer ‘sensical’ candidates, our ex-
tracted list contains just 1740 candidates, which
is 0.009% of the total. The feature consists of
a table of queries with their frequency of occur-
rence extracted from the AOL dataset. An exam-
ple is ”music downloads 517”, which tells us that
the query ‘music downloads’ has been submitted
to the AOL search engine 517 times. The AOL
queries differ markedly from the types of query
we expect for ES, which has a much narrower fo-
cus, as shown in Table 2.

Table 2: The top 10 most popular query terms for the 2006
AOL WS compared with our ES query history.

Top 10 AOL WS query terms ES query terms
1 google scholarship
2 ebay fees
3 yahoo library
4 mapquest phd
5 yahoo.com medicine
6 google.com pshychology
7 myspace.com erasmus
8 internet courses esc
9 myspace vacancies

10 www.google.com law

• trendingFeature. The new or nearly new terms
that have been queried in the past 24 hours. To
measure an abnormal spike, we must first deter-

3https://github.com/colindaly75/QAC LTR for ES
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Figure 1: An extract of our LTR formatted dataset including a sample of the prefix-candidate pairs for the “open” prefix.
Each candidate has an associated judgement for a particular prefix (generated using MPC). The candidates also have an prefix
identifier (pid) and a series of feature vectors.

mine what would be a normal baseline score. This
type of calculation lends itself to z-scores, which
consider the burst of popularity against the back-
drop of the historical average (including its stan-
dard deviation). This feature consists of a table of
queries with their computed z-score (e.g. ”grad-
uate studies 22.81”).4 A higher z-score indicates
that the query is more ‘trending’.

• anchorTextFeature. The ‘anchorText’ is the link
label that content providers use to describe a doc-
ument. This feature was generated using the
LinkRank algorithm (similar to Google’s PageR-
ank). In the field of Web Search, this feature can
be expected to have a high weighting co-efficient
as it both tags meaningful descriptive text and also
adds context to a document. In ES, LinkRank may
be less effective, as many documents are created
without publishing intent (e.g. MS Word docu-
ments placed on an intranet drive). This feature
consists of a table of terms with their frequency
of occurrence. An example is ”research support
system 24”, which tells us that the phrase ‘re-
search support system‘ is encoded into anchors 24
times in our corpus. Considerable filtering was re-
quired to remove non-descriptive terms and repet-
itive labels such as ’Next page’, ’Previous Page’,
’Home’, etc.

• titleFeature. This TF feature is a list of candidates

with their corresponding frequency retrieved from
the field of our enterprise corpus. An example is
”communication 333”, which tells us that the term
‘communication’ occurs 333 times in the title field
of our corpus.

• contentFeature. This TF feature is a list of candi-
dates with their corresponding frequency retrieved
from the content field of our enterprise corpus.

Although MPC is typically considered the main
indicator of historical relevance (Li et al., 2017), it
cannot be included as a feature here (since we already
use it as a proxy for ground truth (i.e. the target vari-
able) in our LTR dataset). Similarly, while Person-
alisation has proved very effective for completing a
user’s query prefix in WS, we exclude it as part of
this ES research as our organisation does not permit
the profiling of individual user data.

3.4 QACES LLM Feature for ES

The task of detecting enterprise jargon/terminology
terms within a corpus lends itself to the fields of
NLP and LLM. We call this feature ‘QACES’ (Query
Auto-Complete for Enterprise Search). It is computed
using the synonyms of terms in the real world and the
closest terms in an enterprise corpus. Where these dif-
fer significantly, the term is considered jargon. Once
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Figure 2: Search Demand Curve for our Enterprise Search query history, showing the so-called ’Fat Head’, ’Chunky Middle’
and ’Long Tail’ zones. For our ES service, the most popular 65 queries represent 18.5% of all search volume.

the jargon terms have been detected, they can be used
as a feature in our ranking model.

3.4.1 LLM Synonyms

LLMs are trained on enormous datasets containing
vast amounts of text from diverse sources. We use the
‘client.chat.completions.create’ API response of Ope-
nAI’s GPT-4 model (OpenAI 2023, 2023) to produce
a list of ten English language ‘LLM nearest’ terms for
each query in the ‘fat head’ zone of our Search Curve
(this is the second column of Table 3). An alterna-
tive tool to GPT-4 would have been WordNet (Prince-
ton University, 2010). We opted not to use Word-
Net, however, as frequency data are not independently
available, making it impossible to determine the near-
est terms.

Use of the GPT-4 API prevents data leaking (Bal-
loccu et al., 2024). We tested the temperature pa-
rameter at both 0.5 and 1.0 and observed no obvious
changes in the retrieved nearest terms. The prompt
was “create a flat, json-formatted, sorted, unnum-
bered list of the top 10 nearest (semantically) words
or phrases for each of the words in the following ar-
ray”. We struggled to achieve repeatable lists of near-
synonyms on each run. The detailed wording of the
prompt was necessary to achieve repeatable results.
The array included all of the query terms in the ‘fat
head’ of our Search Demand Curve.

3.4.2 ES Corpus Vectorisation

Word embeddings represent terms as dense vectors
where similar words are closer together in vector
space. We use Word2Vec (Mikolov et al., 2013) to
learn representations based on their contextual usage
in our ES corpus. This produces word and phrase vec-
tors where vectors close together in vector space have
similar meanings based on context. We produce a list
of ‘Corpus Nearest’ terms for each query in the ‘fat

head’ zone of our Search Curve (this is the third col-
umn of Table 3).

3.4.3 Detecting Jargon/Terminology

Jargon/terminology consists of enterprise-specific
words, phrases, expressions, and idioms that diverge
from those universally familiar or understood outside
of the organisation. In Set Theory, these divergent
terms can represented by the set of elements both in
Y and not in X:

Divergent Terms = X̃∩Y

where X is the set of LLM generalised terms and
Y is the nearest neighbour terms with the ES corpus.
The fourth column in Table 3 lists the divergent terms.

3.4.4 Jargony

Jaccard Distance (JD), also known as the Jaccard sim-
ilarity coefficient, is a measure commonly used to cal-
culate the similarity or dissimilarity between two sets
of words such as those in columns 2 and 3 in Table
3. JD is particularly useful in scenarios where the
presence or absence of elements is more important
than their actual values. In this case, the Jaccard dis-
tance represents a measure of divergence. A higher
distance suggests the divergent terms are more ‘jar-
gony’ (i.e. more unlikely to be understood outside the
enterprise). The calculated JD score is presented in
the final column of Table 3). Note that the jargony
score is applied to the query rather than to the diver-
gent terms.

3.5 Learning to Rank Methodology

The Apache Solr ’weightExpression’ parameter of
the ‘DocumentExpressionDictionaryFactory’ dictio-
nary implementation is used to score the suggestions.
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Table 3: A comparison of the top synonyms for two examples of ‘fat head’ queries. The ‘Divergent Terms’ are those that
commonly feature in the Enterprise Corpus but are not part of LLM’s common vocabulary.

’Fat Head’
Query

LLM Nearest (X) Corpus Nearest (Y) Divergent Terms
(X̃∩Y)

Jaccard
Distance

scholarship grant, bursary, fel-
lowship, financial
aid, award, stipend,
tuitions assistance,
academic fund, edu-
cational grant, study
grant

foundation schol-
arship, scholarship
examinations, en-
trance scholarships,
scholarship exams,
schols, visiting
scholar

schols

0.65

id card Identification Card,
Identity Card, Per-
sonal Identification,
Photo ID Card,
Driver’s License,
Passport, Employee
Badge, Student Card,
Membership Card,
Official Documenta-
tion

id card, student card,
student id, tcard

tcard

0.9

The ‘AnalyzingInfixLookupFactory’ Lookup Imple-
mentation allows for suggestions where the starting
string does not necessarily match the query prefix.
These numeric weights were calculated offline using
the RankEval framework (Lucchese et al., 2020). Fig-
ure 3 depicts how each feature weighting contributes
to ranked suggestions in our ES search box. The sol-
rconfig.xml file is published on github4. The RankE-
val Python open-source tool (Lucchese et al., 2017;
Lucchese et al., 2020), based on ensembles of deci-
sion trees, is then employed to determine the optimal
relative feature weighting and calculate each feature’s
contribution to the overall ranking efficiency.

3.5.1 Model

The ranking model is generated using the XGBoost
implementation of the LambdaMART list-wise rank-
ing algorithm4. Table 4 lists the hyper-parameters
used.

3.6 MRR Metric Calculation

In our offline study, we break down the MRR scores
for the three zones of our ES Search Demand Curve
(Figure 2). We compute the MRR scores after three
keystrokes. This breakdown helps us distinguish
the QAC ranking performance for the most popular
queries versus more obscure queries in the long tail
zone.

4https://github.com/colindaly75/QAC LTR for ES

Table 4: Hyper-parameter settings used to evaluate ranking
performance for the Learning to Rank ranking method.

Parameter Value

Algorithm LambdaMark
Framework XGBoost
max depth 10
rank MAP
num round 10
eta 0.5

For the online study, MRR is computed for
the users’ last keystroke (sometimes referred to as
MRR@last (Chang and Demg, 2020)) since this is
where the user selects a suggested candidate for sub-
mission to the search engine. A score of zero is used
where no candidates are offered or in the case where
users fail to select any of the offered candidates. We
calculate MRR@k, where k is the number of offered
completion candidates. We present results for k=10
(as is the norm) and k =7 because our live ES service
presents a maximum of seven candidates.

The calculated MRR scores are initially computed
for heuristic features, which serve as our baseline sys-
tem (i.e., the ’A’ in our online A/B test). The online
test will also give us an overall MRR score based on
‘real‘ data (i.e. the combined score across all of the
Search Demand Curve zones).
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Figure 3: The typed ”aca” prefix presents a list of completion choices via a ranked list of prefix-candidate pairs. Candidates
are generated from various sources/features, each of which is ‘weighted’ using LTR.

3.7 Ablation Study Methodology

Not all of the described ranking features are equally
important. We perform an ablation study to better un-
derstand the contribution of each of the different fea-
tures toward our QAC ranking model learning capa-
bility. We remove one feature from each iteration and
perform again the LTR training and testing steps as
before. If we observe a large decrease in QAC MRR
scores, this indicates that the ablated feature is very
important for the model. Our ablation study is carried
out for MRR@{1,3,7 and 10}.

3.8 Online A/B Test Methodology

An online test will give us the overall MRR score
(across all of the Search Demand Curve zones). Be-
fore commencing the A/B test, we perform an A/A
test. Also known as a null test, the A/A test is used
to establish trust in our experimental platform. This
involves splitting the search requests into two pools,
as in a regular A/B test, but where B is identical to
A. If the scripts to record search requests and com-
pute metrics from the logfiles are functioning consis-
tently, we expect a t-test to prove that any difference
in MRR results is not statistically significant (Kohavi
et al., 2020).

Having established the integrity of our experimen-
tal platform, we subsequently undertake the A/B test
to compare the ranking performance of QAC candi-
dates using two pools: -

• A: This is the Control pool and encompasses all
of the heuristic features.

• B: This Treatment pool includes A’s heuristic fea-
tures and the additional QACES feature.

We use a load balancer with two servers in an ac-
tive/active configuration, with a 50% traffic allocation
to both the Control and Treatment groups. The load

balancer has a session persistence (stickiness) param-
eter enabled so that the suggestion candidates are pre-
sented by the same back-end server that executes the
submitted query. This ensures that each log file has a
complete record.

Since the data collected from group A is indepen-
dent of the data collected from group B, we use an
unpaired two-sample t-test to validate statistical sig-
nificance with α set to 0.05.

4 EVALUATION

In this section, we present the computed LTR weights
for each feature, the results of the ablation study and
the MRR scores for our offline study. Finally, we
compare the MRR scores for our online evaluation
(A/B test) of our ranking models, with and without
the QACES feature.

4.1 LTR Weights

Table 5 shows the RankEval computed weighting as-
sociated with each of our ranking features.

Table 5: LTR weightings for features calculated using the
RankEval framework.

Feature Weight

MFQ 69
titleFeature 22
anchortextFeature 25
contentFeature 20
trendingFeature 9
aolFeature 6
QACES 4
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Figure 4: Ablation/leave-one-out analysis showing the contribution of individual features to the MRR performance across the
QAC ranking model.

4.2 Offline Evaluation

The MRR scores for selected k-value cutoffs for the
three Search Demand Curve zones are listed in Ta-
ble 6. For comparison, we include the scores for the
AOL WS dataset as well as our ES dataset. Across
all zones, the AOL scores are consistently higher; we
speculate this may be due to the use of a Personaliza-
tion feature in the AOL WS dataset.

Singh et al. have achieved QAC MRR scores in
the region of 0.485 for e-Commerce site search (Singh
et al., 2023b), but any comparison is complicated as
they omitted to break down scores into Search De-
mand Curve zones.

Table 6: Offline MRR scores for WS and ES data, with a
breakdown for the sections of the Search Demand Curve.

Dataset /
Zone

MRR
@1

MRR
@7

MRR
@10

AOL WS Data
Fat Head 0.72 0.75 0.78
Chunky Mid 0.29 0.36 0.36
Long Tail 0.23 0.25 0.29
All Zones 0.33 0.36 0.36

ES Data
Fat Head 0.60 0.68 0.68
Chunky Mid 0.32 0.34 0.36
Long Tail 0.19 0.24 0.24
All Zones 0.29 0.33 0.34

4.3 Ablation Study Results

We performed an ablation analysis to better under-
stand the contribution of each of the different fea-
tures of our QAC ranking model (for MRR@{1,3,7
and 10}). Figure 4 shows their relative contribution
totals.

We see that MFQ is the most important ranking

feature, as its removal from the model results in a
sharp decrease in MRR scores. This suggests that
the collective query history is the best indicator of
user intent. The AOL feature makes the smallest con-
tribution to our model; this may be because many
of the suggestions in the feature are deprecated or
simply because the feature was not generated from
our ES index. The contribution of our QACES jar-
gon/terminology feature is comparable to that of the
‘trend’ feature.

4.4 Online Evaluation (A/B Test)

We evaluated two ranking models. The first (A) in-
cluded heuristic features only. The second (B) also
included our QACES feature. The ranking score for
each ranking model is presented in Table 7. The A/B
test was undertaken on the live Enterprise Search ser-
vice of a large third-level education institution. The
model was tested for 16 weeks on 140,000 queries,
which resulted in a statistically significant increase in
MRR score of +3.8% with a p-value < 0.05.

Table 7: A/B test results for ranking models with the per-
centage change in MRR score after implementation of the
QACES feature.

Feature MRR@10

Heuristic only 0.219 ± 0.01
With QACES 0.227 ± 0.02
Percentage change +3.8%

The observed MRR@10 score in our online eval-
uation (0.227) is substantially lower than that calcu-
lated in our offline study (0.34). A possible cause is
that search users type with speed and urgency and opt
not to take the time to engage with the QAC interac-
tive search offering, even where a candidate was an
exact match to the query. We call this phenomenon

KDIR 2024 - 16th International Conference on Knowledge Discovery and Information Retrieval

24



’QAC abandon’ and speculate that it frequently oc-
curs in the case of ‘navigational searches’ (i.e. re-
turning users who already have a good idea of what
document they are looking for).

5 CONCLUSIONS AND FUTURE
WORK

In this paper, we discuss the unique requirements for
QAC in Enterprise Search and demonstrate the im-
plementation of a QAC ranking model using features
whose weightings are computed using Learning to
Rank.

We hypothesise and prove that adding our QACES
LLM-based jargon/terminology ranking feature to our
baseline heuristic LTR model results in a statisti-
cally significant improvement to QAC ranking perfor-
mance (MRR score) on a live Enterprise Search ser-
vice.

A limitation of the GPT-4 language processing
model is that, unlike WordNet, it does not always
produce repeatable results. For example, we may
get a slightly different list of synonyms for the same
query each time it is run. While this does not in-
fluence the general reproducibility of results, it may
affect the consistency of the generated list of jar-
gon/terminology terms. Our initial investigation of
the GPT-4o LM also seems to produce more consis-
tent results and this will be detailed in future work.

Another idea for future work is to explore how
our QACES innovation could be adapted for use with
query expansion. Finally, an investigation of the
causes and factors that affect ‘QAC abandon’ would
be an interesting new direction for the field of auto-
completion.
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Abstract: The prevalence of atopic dermatitis is significantly higher in women than in men. Understanding the dif-
ferences in the manifestation of the disease between males and females can contribute to more tailored and
effective treatments. Our goal in this paper was to discover sex-specific biomarkers that can be used to dif-
ferentiate between lesional and non-lesional skin in atopic dermatitis patients. Using transcriptomic datasets,
we first identified the genes with the highest expression difference. Subsequently, several feature selection
methods and machine learning models were employed to select the most relevant genes and identify potential
candidates for sex-specific biomarkers. Based on backward feature elimination, we obtained a male-specific
signature with 11 genes and a female-specific signature with 10 genes. Both candidate signatures were prop-
erly evaluated by an ensemble classifier using an independent test. The obtained AUC and accuracy values
for the male signature were 0.839 and 0.7222, respectively, and 0.65 and 0.6667 for the female signature.
Finally, we tested the male signature on female data and the female signature on male data. As expected, the
analysed metrics decreased considerably in these scenarios. These results suggest that we have identified two
promising sex-specific gene signatures, and support that sex affects the ability to distinguish lesions in patients
with eczema.

1 INTRODUCTION

Atopic dermatitis (AD) is a chronic and highly com-
plex inflammatory skin condition that significantly re-
duces the quality of life of patients. In Europe and
the USA, one in five children and 10% of adults are
diagnosed with AD (Bylund et al., 2020; Laughter
et al., 2021). Probably due to socioeconomic and
environmental changes, including the growing lev-
els of urbanisation and industrialisation, the preva-
lence of AD is increasing worldwide, having partic-
ularly alarming rates in low-income countries (Nut-
ten, 2015; Schuler et al., 2023; Skevaki et al., 2021;
Tsai et al., 2019). The incidence of the disease varies
significantly between different geographical regions
and cultures, age, sex, and ethnicity (Mesjasz et al.,
2023; Nutten, 2015; Schuler et al., 2023). The rea-
sons for this heterogeneity are not clearly understood.
They require further investigation and a deeper under-
standing of how the combination of the multiple fac-
tors involved affects the susceptibility, development,
progression, and treatment of the disease.

a https://orcid.org/0000-0001-6505-9888
b https://orcid.org/0000-0003-2157-8891

Numerous diseases, including AD, present a
broad spectrum of clinical manifestations, unpre-
dictable courses, and variable responses to therapy. In
this regard, the effective management of these com-
plex diseases associated with multiple phenotypes
and endotypes requires a precision medicine-based
strategy. Concretely, AD is among the disorders that
can benefit most from more personalised and targeted
interventions (Muraro et al., 2016). However, in con-
trast to other diseases, precision medicine in AD is
still in its early stages. Despite the progress made in
recent decades, the clinical reality is still not based on
a multifactorial approach tailored to the needs of each
patient (Mesjasz et al., 2023; Muraro et al., 2016).
Currently, the main challenges for the development of
precision medicine in AD are the discovery of new ef-
fective therapies with few side effects, taking into ac-
count the profile of each patient. Prescribing the most
appropriate therapies for each profile presupposes the
identification of the pathophysiological mechanisms
associated with the disease (Arkwright and Koplin,
2023; Leung, 2024). Particularly, the identification
of biomarkers capable of distinguishing lesional from
non-lesional skin in AD patients may facilitate the
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understanding of the mechanisms involved in the de-
velopment of lesions. A thorough comprehension of
these mechanisms is essential to intervene with tar-
geted therapies in the critical pathways. Gene ex-
pression profiling based on transcriptomic data can
be used to compare lesional and non-lesional skin tis-
sues and identify the key biomarkers involved. Given
the multiplicity of factors that influence the disease,
the inclusion of supplementary patient characteristics
such as sex, age, or existing comorbidities can lead to
more accurate biomarker detection. Hence, a holis-
tic approach with the creation of more complex pro-
files can be tremendously valuable for the manage-
ment and control of the disease, as well as for enhanc-
ing its treatment (Muraro et al., 2016).

With this paper, we expect to contribute to the ad-
vancement of precision medicine in AD. Specifically,
we aim to discover candidate biomarkers for AD by
applying machine learning (ML) algorithms to gene
expression data of two distinct patient profiles. ML
and classical statistical methods have demonstrated
great potential in biomedicine, namely in the process-
ing of high-dimensional datasets such as those used
in the identification of gene signatures (Karthik and
Sudha, 2018; Liu et al., 2022). We also hypothesise
that sex plays a role in identifying a reliable gene sig-
nature to differentiate lesional from non-lesional skin
in AD patients. For this reason, we speculate that
males and females have different molecular mecha-
nisms involved in the manifestation of AD and, con-
sequently, a separate analysis is required.

The remaining part of this paper is organised as
follows. Section 2 reports some of the literature that
addresses the application of ML techniques to the dis-
covery of gene signatures, and the influence of sex on
the manifestation of AD and other diseases. Section 3
summarises the methodology followed to identify the
gene signatures and section 4 presents and discusses
the results obtained. Finally, Section 5 concludes with
an overview of the main findings and possible future
research directions.

2 GENE SIGNATURES FOR AD:
OPPORTUNITIES AND
CHALLENGES

Despite the urgent need to find candidate gene signa-
tures that could revolutionise current dermatological
care, very little research has been conducted at the
AD level using ML algorithms. In fact, most research
applying ML to advance precision medicine focuses
on the most fatal diseases, such as cancer. Neverthe-

less, a few ML-based studies have explored the iden-
tification of biomarker candidate genes for AD. One
such example is the work developed by Zhong et al.
(Zhong et al., 2021). Based on a bioinformatics ap-
proach and using LASSO, the authors used transcrip-
tomic datasets and identified GZMB, CXCL1 and
CD274 as potential biomarkers to distinguish AD le-
sions from non-lesions. On the other side, Möbus and
colleagues (Möbus et al., 2022), also based on tran-
scriptomic datasets, observed two distinct endotypes
for AD associated with notable clinical differences,
allowing patients to be stratified into eosinophil-high
and eosinophil-low groups. Implementing the Boruta
algorithm and a random forest model, the authors
identified the most relevant genes to predict the clus-
ters to which the patients belong. Both investigations
demonstrate that some key genes are promising can-
didate biomarkers that have a major impact on the di-
agnosis and management of AD. However, these stud-
ies do not explore the different phenotypes of the pa-
tients, such as age, sex, or ethnicity, which are known
to play a preponderant role in the manifestation of the
disease.

In contrast, other researchers have analysed the
discovery of differentiated biomarkers depending on
the phenotypic characteristics of the patients, namely
sex. For example, Moon et al. (Moon et al., 2013)
proposed a procedure to find sex-specific biomark-
ers based on three datasets from patients with acute
myeloid leukaemia, chronic lymphocytic leukaemia,
and cutaneous melanoma. The considered method-
ology consisted of an algorithm based on the impor-
tance of each feature in order to extract the top-ranked
genes for male and female patients. The selected
genes were properly tested and the results obtained
revealed high accuracy values, confirming the valid-
ity of the strategy followed and underlining the rele-
vance of sex-specific biomarkers for enhancing prog-
nosis prediction. Further experiments have also been
conducted to unveil sex-specific biomarkers for dif-
ferent diseases. For instance, some papers exploit the
use of ML methods to find sex-specific biomarkers for
Alzheimer’s disease, emphasising the importance of
considering clinical features in addition to genes for
a more thorough and sensitive analysis (Bourquard
et al., 2023; Ji et al., 2022).

As far as we know, no previous research has ad-
dressed the identification of sex-specific genes for
AD. However, many studies have suggested that sex
has a significant contribution to the prevalence and
severity of the disease. For example, Johansson et al.
examined the distribution and characteristics of AD in
a Swedish population and concluded that the disease
is more common in females among young adults (Jo-
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hansson et al., 2022). Similarly, Kiiski et al. noted
that in a Finnish cohort, the prevalence of AD was
higher among women aged 30 to 49 years than among
men of the same age (Kiiski et al., 2022). These
results are consistent with other investigations con-
ducted in other countries, such as Italy (Pesce et al.,
2015) or the USA (Silverberg and Hanifin, 2013),
where the female sex also appears to be a risk fac-
tor for AD. Therefore, we argue that the process of
searching for suitable candidate gene signatures for
AD requires a sex-separated analysis. Accordingly,
this paper presents a novel contribution to the identi-
fication of sex-specific biomarkers for AD based on a
ML approach.

3 MATERIALS AND METHODS

From a broader perspective, the methodology consid-
ered in our proposal can be divided into two major
stages. Each of these stages must be performed in-
dependently for the male and female data. First, two
datasets sharing the same platform were used to iden-
tify the differentially expressed genes (DEGs). Subse-
quently, based on the selected DEGs, an extra dataset
was also taken into account to determine gene sig-
natures for AD. A more detailed description of the
sequential processes considered at each stage is pro-
vided in Figure 1.

3.1 Data Gathering and Exploration

The datasets used to conduct this project were ob-
tained from the Gene Expression Omnibus1 (GEO),
a public repository containing experimental gene ex-
pression data. A preliminary search was performed
in order to obtain transcriptomic datasets for AD

with information about the sex of the patients. With
this objective in mind, we selected the datasets
GSE130588, GSE58558, and GSE150797. Since
some academics state that datasets from different
manufacturers should not be combined to avoid po-
tential bias in the data, all these data sources were
generated by the Affymetrix manufacturer (Liu et al.,
2021; Serio, 2023). These datasets contain nor-
malised microarray data from skin samples collected
from AD patients. As each of these datasets was de-
signed with the purpose of assessing the patients’ re-
sponse to treatments, only the samples that referred
to the start of the therapies were considered. Further-
more, we took into account only patients with lesional
(AD-L) or non-lesional (AD-NL) AD – Table 1 indi-
cates the main characteristics of the selected data.

Combining the three datasets, the number of sam-
ples by sex is balanced. In total, 87 samples corre-
spond to male patients and 88 samples to female pa-
tients. Particularly, 51 samples from males refer to
AD-L, while 36 refer to AD-NL. Conversely, 49 sam-
ples from females correspond to AD-L and 39 to AD-
NL.

3.2 Differential Expressed Genes

Since the identified DEGs may have a significant im-
pact on the overall results, we need to plan the dif-
ferential gene expression analysis in order to avoid
the exclusion of important genes. Even if they are
from the same manufacturer, datasets from distinct
platforms are more likely to introduce bias into the
data (Campain and Yang, 2010). For this reason,
we decided to perform the differential gene expres-
sion analysis using exclusively the datasets produced
on the same platform, i.e., datasets GSE130588 and
GSE58558.

Figure 1: Sequential processes for obtaining candidate gene signatures for AD.

1https://www.ncbi.nlm.nih.gov/geo/
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Table 1: Summary of the properties of the datasets used.

Samples
Dataset Manufacturer Platform Requirements Sex AD-L AD-NL

GSE130588 Affymetrix GPL570
Time: week 0 Female 22 21

Tissue: LS or NL Male 29 21
Female 6 7

GSE58558 Affymetrix GPL570 Time: day 1
Male 12 10

GSE150797 Affymetrix GPL23159
Treatment: Female 21 11
untreated Male 10 5

The first step in determining the DEGs was to di-
vide each of the datasets into two groups, each cor-
responding to a profile (male or female). Each profile
was analysed separately in order to find specific DEGs
for the group of male patients and specific DEGs for
the group of female patients. All the necessary pro-
cesses were performed in R (version 4.3.1) using the
limma package. One of the first data treatments was
to merge the datasets associated with the same profile,
i.e., the male samples in the GSE130588 dataset were
combined with the male samples in the GSE58558
dataset, and the same was done for the female sam-
ples. As a result, we obtained a specific dataset for
males with 41 AD-L and 31 AD-NL samples and a
dataset for females with 28 AD-L and 28 AD-NL
records. Since the merged data came from different
experiments, we corrected the batch effect using the
“removeBatchEffect” function from the limma pack-
age. Moreover, because we were working with mi-
croarray data, some additional cleansing tasks were
also required for the following encountered situations:

• Multiple probes corresponding to the same
gene – only the probe with the highest average
expression was kept, and the other probes were
discarded. Ties in average counts were resolved
by choosing one of the probes and eliminating the
rest (Miller et al., 2011).

• Probes associated with various genes – these
records were removed (Hu et al., 2023).

• Probes that did not match a specific gene –
these records were removed (Wang and Yu, 2023).

To finalise the data treatment, the probe IDs were
converted into their corresponding gene symbols. Fi-
nally, genes with an absolute log2(fold change) ≥ 1
and padj < 0.05 were identified as DEGs and saved in
text files.

3.3 Gene Selection Strategy

After identifying the DEGs for each profile, we
prepared the datasets GSE130588, GSE58558, and

GSE150797 for feature selection and ML modelling.
As with the differential expression analysis, this pro-
cess was also performed using R, analysing each pa-
tient profile separately. Each of the three datasets
was therefore split into male and female groups, re-
sulting in a total of six subsets. For each subset, we
checked the existence of multiple probes correspond-
ing to the same gene and addressed the issue with a
similar approach to the one we used to identify the
DEGs. Probe IDs were also transformed into the cor-
responding gene symbols. By importing the text file
containing the determined DEGs, we filtered the data
in order to have only DEGs. For each profile, the cor-
responding subsets were merged, and the batch effect
was removed. The resulting male and female datasets
were then ready to support the next steps of the work.

The following tasks, including additional data
processing, feature selection, and construction of ML
models, were performed in Python 3.6 using the
scikit-learn library. All these tasks were applied in
parallel to the male and female datasets. For each
dataset, we divided the data into train (80%) and test
(20%), using a stratified strategy to maintain the pro-
portion of AD-L and AD-NL samples in both sets.
Only the training data were used for feature selection
and for the construction of ML classifiers to iden-
tify potential gene signatures. For ML modelling,
we considered a shuffled and stratified 5-fold cross-
validation. The optimal hyperparameters for each al-
gorithm were found using BayesSearchCV with 30
iterations.

Although the identification of DEGs helps to re-
duce the dimensionality of the data, the resulting high
number of genes is still a drawback for efficient pro-
cessing by ML methods. Feature selection is a com-
mon strategy used to minimise these gaps. Therefore,
before building ML algorithms, we conducted a fea-
ture selection approach using Boruta, Support Vector
Machine Recursive Feature Elimination (SVM-RFE),
and Least Absolute Shrinkage and Selection Operator
(LASSO). These three methods reduced the number
of genes differently and thus originated three distinct
gene sets. The Random Forest (RF), XGBoost, Ad-
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Figure 2: Before (left) and after (right) batch effect correction in the male profile.

aBoost, linear Support Vector Machine (SVM), and
Logistic Regression (LR) methods were applied to
each of these sets. For each ML method, we extracted
the importance of each gene and used the Min-Max
method to normalise the obtained value between 0
and 1. Thus, for each of the three gene sets, we ob-
tained the normalised importance values of each gene
for each algorithm, which we then summed to gen-
erate a gene score. The top genes with significantly
higher scores were selected as candidate genes for the
creation of a gene signature.

From the selected set of candidate genes, we con-
ceived new ML models using the same five meth-
ods and constructed a soft-voting classifier that com-
bines the predictions of the models. This ensemble
method was used to evaluate the predictive power of
the models, considering both AUC and accuracy val-
ues. Adopting a backward feature elimination strat-
egy, we discarded the least important gene and cre-
ated new classifiers to compare the AUC and accuracy
values with the prior solution. These steps were per-
formed iteratively until the performance metrics were
worse than the values obtained in the previous step.
Thus, the genes that were not eliminated by this iter-
ative process became part of our proposed gene sig-
nature. In the end, we obtained one candidate gene
signature for males and another for females.

To test our initial hypothesis that sex must be
taken into account when establishing gene signatures
for AD, we used the independent test to compare the
AUC and accuracy values obtained when the male
signature is applied to the male and female datasets
and vice versa. The additional step of testing the

male signature against the female dataset and vice
versa was necessary to determine whether the identi-
fied genes can be considered sex-specific candidates.

4 RESULTS

4.1 DEGs Identification and Initial
Gene Selection

At the beginning of the differential gene expres-
sion analysis, two distinct groups were identified af-
ter merging the datasets GSE130588 and GSE58558.
In both profiles, the samples belonging to the same
datasets had similar expression values, but these val-
ues were significantly different from the expression
values of the samples in the other dataset. Batch ef-
fect correction removed these technical differences.
Figure 2 shows the box plots obtained before and af-
ter removing the batch effect in the male profile. For
females, the batch effect correction led to similar re-
sults. After processing the data, we identified 188 and
764 DEGs for the male and female datasets, respec-
tively.

Once the DEGs were determined, we proceeded to
the individual treatment of the three datasets, which
involved filtering the genes according to the DEGs
found. As the GSE150797 dataset was generated us-
ing a different platform, some DEGs did not match the
probe IDs. Consequently, after merging the datasets,
the number of DEGs was reduced to 172 in the male
profile and 700 in the female scenario. Moreover, we
also observed that there were larger differences be-
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tween the GSE150797 dataset (GPL23159 platform)
and the datasets from the GPL570 platform before
batch effect correction. After removing the batch ef-
fect, the existing differences were successfully min-
imized. Boruta, SVM-RFE and LASSO yielded the
three gene subsets indicated in Table 2.

Table 2: Number of selected genes by each feature selection
approach.

Profile Boruta SVM-RFE LASSO

Male 12 90 62

Female 23 75 92

4.2 Determination of Sex-Specific Gene
Signatures

Since the number of DEGs in the male dataset is rel-
atively small, in this case, we decided to include an
additional scenario corresponding to the training and
validation of the ML algorithms without using any
feature selection method. Table 3 lists the top genes
obtained after implementing the ML process and de-
termining the scores. In general, the different fea-
ture selection strategies identified the top genes con-
sistently for the same profiles.

Based on the results, we selected an initial set
of 11 candidate genes for males, and for females,
we considered the 16 most important genes (Ta-
ble 3, highlighted in bold). Our backward feature
elimination strategy led to the discovery of an op-
timal 11-gene signature specific to males (KIF2C,
AKR1B10, PHYHIP, FOSL1, FPR1, HS3ST3A1,
MX1, KANK4, PPARG, BCL2A1, and KLHDC7B)
and a 10-gene signature specific to females (CEP126,
FCHSD1, C17orf96, IL18RAP, P2RY10, PTAFR,
ANKFN1, TBX18, P2RY2, and AEN). Interestingly,
none of the genes are common to both signatures.
This may indicate that the molecular pathways in-

volved in the development of AD lesions may dif-
fer between men and women, suggesting that the sex
of the patients should be considered for better dis-
ease management and treatment. The genes KANK4,
PHYHIP and PPARG from the male profile were
downregulated in the lesions, while the rest were
upregulated. In the female profile, only ANKFN1,
CEP126 and TBX18 were downregulated, while all
others were upregulated. There is scientific evidence
that some of these genes may have a major impact on
AD. For example, the downregulation of the PPARG
gene, identified in the male signature, may be associ-
ated with inflammation, keratinisation, and sebaceous
gland function (Konger et al., 2021). On the other
hand, some studies suggest that P2Y receptors, such
as the P2RY10 and P2RY2 genes found in the female
signature, can be involved in skin inflammation (Pas-
tore et al., 2007).

Table 4 presents the AUC and accuracy values
obtained for each candidate signature using the vot-
ing classifier. A closer analysis of the results shows
that the AUC and accuracy values of the male sig-
nature in the independent test are considerably high
when applied to the male data (0.839 and 0.7222, re-
spectively). However, when this signature is tested
with the female data, the AUC (0.575) and accuracy
(0.6111) values deteriorate substantially. Although
the difference is not as marked, the same is true for
the female signature. The AUC and accuracy values
of the female signature when applied to the female
data are 0.650 and 0.6667, respectively. These values
decrease when the female signature is tested on the
male dataset (AUC = 0.552 and accuracy = 0.6111).
These findings thus demonstrate that considering sex-
specific biomarkers leads to improved gene signatures
for distinguishing lesions from non-lesions, reinforc-
ing the benefits of a sex-separate analysis to establish
candidate gene signatures for AD.

Table 3: Top genes identified by the feature selection methods for each profile.

Male profile Female profile
Boruta SVM-RFE LASSO All DEGs Boruta SVM-RFE LASSO
KIF2C KIF2C FOSL1 KIF2C CEP126 FCHSD1 C17orf96

AKR1B10 FOSL1 KIF2C FOSL1 FCHSD1 C17orf96 IL18RAP
PHYHIP FPR1 MX1 PHYHIP C17orf96 IL18RAP MS4A14
FOSL1 MX1 PHYHIP AKR1B10 GNA15 PTAFR STRIP2
FPR1 KANK4 HS3ST3A1 KLHDC7B IL18RAP WIF1 TBX18

HS3ST3A1 PPARG KANK4 FPR1 P2RY10 STRIP2 P2RY2
BCL2A1 HS3ST3A1 PLAG1 AEN

MS4A14 GNA15
ANKFN1 HSD11B1
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Table 4: AUC and accuracy values of the optimal gene signatures when tested against the male and female datasets.

Male data Female data

AUC accuracy AUC accuracy

train 0.9737 0.8099 0.8543 0.8429
Male signature

test 0.839 0.7222 0.575 0.6111

train 0.76 0.6659 0.975 0.9286
Female signature

test 0.552 0.6111 0.650 0.6667

5 CONCLUSION AND FUTURE
WORK

AD presents an unequal distribution between men and
women, and its incidence is increasing worldwide.
Nevertheless, there are very few studies on this dis-
ease to identify biomarkers through ML techniques.
Specifically, we have not found any scientific study
aimed at finding sex-specific biomarkers for the dis-
ease. This could be of particular relevance to gain
deeper insights into how AD manifests in men and
women. To fill this gap in the literature, we developed
a ML approach using transcriptomic datasets and in-
tended to identify male and female biomarkers that
distinguish normal from lesional skin in patients with
atopic eczema.

Our research led to the definition of a male-
specific gene signature consisting of the KIF2C,
AKR1B10, PHYHIP, FOSL1, FPR1, HS3ST3A1,
MX1, KANK4, PPARG, BCL2A1, and KLHDC7B
genes, and a female-specific gene signature com-
prising the CEP126, FCHSD1, C17orf96, IL18RAP,
P2RY10, PTAFR, ANKFN1, TBX18, P2RY2, and
AEN genes. For some of the identified genes, there
is evidence in the literature to support their possible
influence on the skin. The difference between the
genes of the two signatures could indicate that dif-
ferent mechanisms are involved in the manifestation
of AD in men and women. A better understanding
of these mechanisms could promote the emergence of
targeted treatments and contribute to the development
of precision medicine in AD.

Although the results obtained emphasise the need
to investigate sex-specific biomarkers for AD, our
study has certain limitations. The main shortcom-
ings are the limited number of samples and the lack
of public databases providing gene expression data
in combination with clinical phenotypes. Therefore,
new studies on this topic and the availability of new
datasets integrating transcriptomic and phenotypic
data are currently a priority. It would also be valuable

for future research to replicate the proposed method-
ology to other diseases, particularly those where it is
suspected that different molecular mechanisms may
be involved depending on the sex. In addition, a thor-
ough investigation of the discovered biomarkers as
well as the associated molecular mechanisms is re-
quired to gain a comprehensive understanding of how
men and women differ in the development of AD le-
sions. Finally, any research of this nature requires
clinical validation.
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Abstract: Substructure discovery is a well-researched problem for graphs (both simple and attributed) for knowledge dis-
covery. Recently, multilayer networks (or MLNs) have been shown to be better suited for modeling complex
datasets that have multiple entity and relationship types. However, the MLN representation brings new chal-
lenges in finding substructures due to the presence of layers, and substructure discovery methods for MLNs
are currently not available.
This paper proposes a substructure discovery algorithm for homogeneous MLNs using the decoupling ap-
proach. In HoMLNs, each layer has same or a common subset of nodes but different intralayer connectivity.
This algorithm has been implemented using the Map/Reduce framework to handle arbitrarily large layers and
to improve the response time through distributed and parallel processing. In the decoupled approach, each
layer is processed independently (without using any information from other layers) and in parallel and the
substructures generated from each layer are combined after each iteration to generate substructures that span
layers. The focus is on the correctness of the algorithm and resource utilization based on the number of layers.
The proposed algorithm is validated through extensive experimental analysis on large real-world and synthetic
graphs with diverse graph characteristics.

1 MOTIVATION

Mining has been traditionally performed on transac-
tional data whether it is clustering, classification, or
identifying frequent itemsets. For applications where
there is an inherent relationship, graphs offer better
representation for the modeling of data. As a result,
mining techniques were extended to graph models.
Graphs can also be used to model relationships among
multiple object types and relationships in a variety of
applications such as chemical compounds, virus prop-
agation, electrical and road transportation networks,
web analysis, etc. In particular, with graph models
where each vertex corresponds to an entity and each
edge corresponds to a relationship between two enti-
ties, the problem of finding frequent patterns becomes
one of discovering subgraphs that occur frequently or
compress the graph or forest better.

Substructure discovery (Cook and Holder, 1993)
was developed as a main memory algorithm for graph
models when data sizes were not very large. However,
with the advent of social networks and the Internet,
graph sizes have grown significantly, necessitating al-

ternative approaches to substructure discovery.
Why Multilayer Networks (MLNs)? As graphs be-
come larger (in terms of the number of nodes and
edges) and complex (in terms of the number of en-
tity types and relationships), modeling the data using
a representation that preserves the structure and se-
mantics of data becomes important. A model that is
also amenable to efficient analysis is another issue to
reckon with. From these perspectives, MLNs offer
distinct advantages.

Simple graphs are unable to capture the complex-
ity of data and its semantics although a large num-
ber of analysis algorithms exist for them. Attributed
graphs can handle additional complexity with multi-
ple edges, but lack analysis algorithms. MLNs, as a
network of networks, offer separation of semantics (as
individual layers) and flexibility of analysis (when de-
coupling approach (Santra et al., 2017b; Santra et al.,
2017a) is used) using desired subsets of layers. In ad-
dition, extant simple graph analysis algorithms can be
leveraged in the decoupling approach.

If MLNs are used for modeling, each layer in the
MLN represents a different relationship, either be-
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tween the same type of entities within a layer (in-
tralayer edges), or across layers between different
types of entities (interlayer edges). The advantages
of modeling data using MLNs are discussed in (Boc-
caletti et al., 2014; Santra et al., 2017b; Kivelä et al.,
2013). However, with the use of MLNs, the challenge
is to extend graph analysis algorithms, be it commu-
nity, centrality, or substructure detection, to the new
representation.

Depending on the types of entities, multiple layers
can be defined for the same (or a subset of) entity type
or different entity types. MLNs can be of three dif-
ferent types: Homogeneous, Heterogeneous, and Hy-
brid. Homogeneous Multilayer Networks (HoMLNs)
are used to model multiple distinct relationships ex-
isting between the same type of entities. Each set of
intralayer edges represent one particular type of re-
lationship, and the interlayer edge sets are implicit,
as the same set of nodes are present in every layer.
For example, the same set of actors can be connected
based on co-acting, similar average rating, and similar
movie genres they work in forming three different lay-
ers as shown in Figure 1 (a). Relationships among dif-
ferent types of entities are modeled through Heteroge-
neous Multilayer Networks (or HeMLNs), as shown
in Figure 1 (b). The interlayer edges here are explic-
itly represented to demonstrate the relationship across
layers. For example, there can be edges between the
author layer and paper layer, if an author has writ-
ten that paper. Finally, for data that includes multi-
ple relationships within and across different types of
entity sets, a combination of homogeneous and het-
erogeneous multilayer networks can be used, called
Hybrid Multilayer Networks (or HyMLNs), as shown
in Figure 1 (c).

Figure 1: Examples of MLN Types.

Why Map/Reduce? We have used the Map/Reduce
paradigm as an example of the distributed and parallel
processing approach. Without loss of generality, any
other paradigm (e.g., Spark) can be used in its stead

without modifying the overall approach.
Problem Statement: The problem addressed in this
paper is finding interesting and frequent substruc-
tures in a given Homogeneous Multilayer Network
(HoMLN) using the decoupling approach proposed
in (Santra et al., 2017a; Santra et al., 2017b; Santra
et al., 2022) to leverage its advantages. This amounts
to not converting the MLN into a single graph, but still
getting the same result as if the MLN was processed
as a single graph.

The main challenge here is to use the substruc-
tures generated for each layer independently and in
parallel to compose them to compute the missing sub-
structures that span multiple layers correctly and ef-
ficiently. To the best of our knowledge, there are
no MLN substructure discovery algorithms. How-
ever, the rationale for using the decoupling approach
is that existing algorithms from the literature(Cook
and Holder, 1993; Das and Chakravarthy, 2015) can
be used effectively for each layer. When these algo-
rithms are used to find substructures in each layer in-
dependently, many substructures that span layers will
be missing as shown in Figure 2.

Figure 2: Substructures that span layers - only combined
graph can generate them (color coded).

Approaches for MLN Substructure Discovery:
MLNs can be processed for various types of analyses
(community detection, substructure discovery etc.)
Alternative approaches are listed below with a brief
explanation.

1. Traditional Aggregation Approach: In this ap-
proach, layers of a MLN are conflated into a single
graph. Boolean AND or OR aggregation can be used
to reduce a HoMLN to a simple graph and find sub-
structures correctly for a given multilayer network.
The aggregation process can be costly (depending on
the number of layers) and the resulting graph can be
large (for OR composition). As a result, substructure
discovery time can be significantly greater than that of
a single layer. This approach also restricts paralleliza-
tion as each layer cannot be processed in parallel. The
loss in MLN structure, due to aggregation, also makes
it difficult to drill-down results without maintaining
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extensive mapping. Finally, for processing a subset of
layers, separate aggregation is required – making the
approach less flexible and inefficient.

2. Decoupling-Based Approach: It is a “divide
and conquer” approach for analyzing multilayer net-
works. The goal is to find substructures in each layer
independently and then use a separate composition
function to combine the results to generate what is
missing for that analysis (e.g., community, central-
ity, substructure, motif, etc.) The decoupling-based
approach used in this paper to address the substruc-
ture discovery problem is described along with a fig-
ure (Figure 5) in Section 4.

3. Holistic Approach: In this approach, neither the
MLN is aggregated nor the decoupling approach is
used. An algorithm is developed from scratch (as
available graph analysis algorithms cannot be used as
in the previous two approaches), keeping the struc-
ture and semantics intact. However, a new algorithm
need to be developed for each analysis making this
approach complex as the algorithm needs to traverse
back and forth across layers. This approach has been
used for coherent clusering in (Boden et al., 2012)

We use the decoupling-based approach in this pa-
per as it is efficient and extant analysis algorithms
(there are several of them depending on the analy-
sis) can be used. The main challenge to be addressed
is the development of the composition function and
establishing its correctness (soundness and complete-
ness.) Also, evaluating the efficiency of this approach
as compared to the aggregation approach (used as GT
or ground truth for validation.)

The contributions of this paper are:

• Adapting the decoupling approach for substruc-
ture discovery

• Developing Map/Reduce approach for substruc-
ture discovery

• Composition algorithm for HoMLN substruc-
ture discovery

• Establishing the empirical correctness of the
composition algorithm

• Extensive experimental analysis with diverse
synthetic and real-world datasets

This paper is organized as follows. Section 2 dis-
cusses related work. Section 3 discusses the prelimi-
naries for substructure discovery using Map/Reduce.
Section 4 details the adaptation of the decoupling
approach for iteration-based substructure discovery.
Section 5 discusses the composition algorithm and
its correctness. Section 6 discusses the Map/Reduce
approach for distributed and parallel computation on

MLN. Section 7 provides experimental analysis. Con-
clusions are in Section 8.

2 RELATED WORK

SUBDUE (Cook and Holder, 1993; Ketkar et al.,
2005) was developed as a main-memory substruc-
ture discovery algorithm. It performs a computa-
tionally constrained beam search where substructures
of increasing size are generated iteratively and eval-
uated using the Minimum Description Length (or
MDL) (Rao and Lu, 1992) metric. The algorithm be-
gins with all substructures of size one (i.e., an edge),
and in each iteration expands the instances by one
neighboring edge in all possible ways. After each it-
eration, the top beam (parameter specified) substruc-
tures are carried over to the next iteration. Best sub-
structures are output based on the size and other pa-
rameters specified.

Due to the limitations of the main-memory ap-
proach, the disk-based approach (Wang et al., 2005)
stores the data on disks and stages chunks of data
to memory as needed. The graph is indexed to
speed up retrieval. However, this approach needs
to marshal data between the disk and main memory
buffer, and its performance can be very sensitive to
buffer size, replacement policies, hit ratios, etc. To
overcome the pitfalls of the disk-based approach, a
database management system (or DBMS) was used
to store the graph and SQL for substructure discov-
ery(Padmanabhan and Chakravarthy, 2009). This
takes advantage of the buffer management and opti-
mization provided by the DBMS. Although scalabil-
ity was achieved to graphs of over a million nodes
and edges, use of self-joins on large relations for sub-
structure expansion seems to have made it difficult to
go beyond due to computation resulting in unaccept-
able response time. Also, it appears that the removal
of duplicate substructures required sorting columns in
row-based Relational DBMS, making it expensive in
terms of the number of joins needed.

As the graph sizes grew further with the advent
of social networks and the Internet, graphs had to be
partitioned to deal with the increasing sizes. As a
result scalable parallel computing algorithms had to
be developed. Map/Reduce (Das and Chakravarthy,
2015; Das and Chakravarthy, 2018) and other archi-
tectures were used to address the problem of substruc-
ture discovery on a large graph by dividing the graph
into smaller partitions and then combining the results
across partitions. In addition to substructure discov-
ery, partitioning of graphs has been explored in other
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research as well (Yang et al., 2012).
With multilayer networks being used for modeling

large complex datasets, there is a need for substruc-
ture discovery algorithms on MLNs. A clustering al-
gorithm (Boden et al., 2012) for finding clusters in a
multilayer graph has been proposed using the holis-
tic approach described earlier. Similarly, another al-
gorithm (Liu and Wong, 2008) has been proposed to
find quasi-cliques to find all one-dimensional clusters
in a single layer, which are then used to find multi-
dimensional clusters. The focus of this work is to
find clusters of vertices that are densely connected by
edges with similar edge labels in a subset of graph
layers.

This paper differs from the above in that we
are proposing a decoupling-based algorithm for sub-
structure discovery that gives the same results as the
ground truth. It is also efficient as compared with the
algorithm used for GT. Further, it uses Map/Reduce
to process each layer and for composition providing
better scalability than extant approaches.

3 TERMINOLOGY USED

Graphs are input as text files and this section indicates
input formats for MLN-Subdue as well as some termi-
nology needed for understanding the paper.
Input Graph Representation: For substructure dis-
covery, labeled graphs are used where vertex and edge
labels are not assumed to be unique, but all vertex
IDs are unique. The input graph is represented as
an unordered list of 1-edge substructures where each
edge is represented as a 5-element tuple <edge label,
source vertex id, source vertex label, destination ver-
tex id, destination vertex label>. The input graph is
stored in an ASCII file with a 1-edge substructure in
each line. If needed, graphs in other formats are con-
verted to this format.
Adjacency List: Adjacency list of a vertex ID is the
set of edges that are incident (both outgoing and in-
coming) on that vertex ID. The adjacency list is used
to expand a substructure from each vertex ID in that
substructure using an edge from the adjacency list.
Each 1-edge expansion becomes a separate substruc-
ture. This allows an n-edge substructure to be ex-
panded into a number of (n+1)-edge substructures in
an iteration.
Substructure Expansion: Starting from 1-edge, sub-
structures of increasing size are generated systemati-
cally in each iteration using the adjacency list. As
the goal is to discover interesting substructures of any
size, systematic graph expansion is critical to the pro-

cess. Expansion is done on each substructure inde-
pendently as indicated above. Expansion is uncon-
strained, i.e., each substructure independently grows
into a number of larger substructures in each iteration.
This independent expansion leads to the generation of
duplicate substructures which must be removed to en-
sure correctness. A substructure is represented as a
(lexicographically) ordered list of edges.
Canonical Instances for Duplicate Elimination:
Lexicographic ordering of edges in a substructure is
used to identify duplicates. Each edge in a substruc-
ture is ordered based on edge label, then source vertex
label, then destination vertex label, and finally source
and destination vertex IDs. If any of the values match,
the comparison moves forward to the next compo-
nent, else the ordering is performed. A substructure
can be uniquely represented using the lexicographic
order of 1-edge components. This is called a canoni-
cal k-edge instance. Intuitively, two duplicate k-edge
substructures must have the same ordering of labels
and vertex IDs when converted to canonical k-edge
instance1. Figure 3 shows an example of duplicate
substructures generated by two different substructure
instances during independent expansion and how they
are detected as duplicates using their canonical in-
stances.
Canonical Substructures for Graph Isomorphism:
Isomorphs in a graph have the same graph structure
in terms of vertex and edge labels as well as connec-
tivity, but differ in vertex IDs. In contrast, duplicates
have the same vertex IDs. After duplicate elimina-
tion, we need to identify isomorphs to count their oc-
currences. We need to convert canonical instances of
substructures to canonical substructures using rela-
tive ordering of vertex IDs. Intuitively, in the canoni-
cal form, two isomorphic substructures have the same
relative ordering of vertex numbers. To identify
isomorphs, the canonical instance is converted into
a canonical substructure. This is done by replacing
each vertex ID with their relative positions in the in-
stance starting from 1. The inclusion of these relative
positions is critical for differentiating the connectivity
of the instances. Figure 4 shows an example of how
canonical substructure is created from the canonical
instance. It can be seen that the isomorphs have differ-
ent canonical instances. Using the above technique,
the relative positioning of vertex Ids (2, 5, 4) for the
canonical instance 1 and (7, 10, 9) for the canonical
instance 2 are converted to (1, 2, 3). Hence we can

1Substructures and substructures instances are used in-
terchangeably when the meaning is clear from the context.
However, substructure instances are converted into rela-
tive ordering of vertex IDs, termed canonical substructures,
which are used for detecting substructure isomorphs.
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Figure 3: Duplicate substructure identification using canonical instances.

Figure 4: Graph isomorphism and canonical substructures.

identify isomorphs using canonical substructures.
Metrics for Ranking: Many metrics are used to
rank substructures based on isomorphs. Frequency of
isomorphic substructures is one such metric (higher
the frequency, the better the substructure.) Another
widely used information-theoretic metric is the Min-
imum Description Length (or MDL (Rao and Lu,
1992)). MDL calculates the importance of a substruc-
ture on how well it compresses the entire graph/forest.
A substructure that compresses the graph better is
considered an interesting and repetitive substructure.
When MDL is used, an MRN (Most Restrictive
Node)(Bringmann and Nijssen, 2008; Elseidy et al.,
2014) metric is used to count non-overlapping in-
stances. But overlapping instances have also been
used to compute frequency and MDL for each sub-
structure.

4 DECOUPLING APPROACH

Multilayer networks consist of multiple layers of sim-
ple graphs where each layer represents a relationship
between entities in that graph. However, most algo-
rithms convert a MLN (or a subset of it) into a sim-
ple graph using aggregation (Domenico et al., 2014)
and/or projection techniques (Berenstein et al., 2016)
to use extant algorithms. However, this leads to loss
of structure, semantics, and information from the fi-
nal analysis results (Kivelä et al., 2013; De Domenico
et al., 2014). For the other end, existing single
graph algorithms cannot be directly used for the holis-
tic approach described earlier. In this paper, the
decoupling-based approach has been used which pre-
serves the structure and semantics of MLNs (Santra
et al., 2017a; Pavel et al., 2023) while performing
analysis on complex datasets without losing any infor-
mation. It is also shown to be efficient (Santra et al.,
2017a).

The network decoupling approach has been il-
lustrated with respect to substructure discovery in
HoMLNs (focus of the paper) in Figure 5, where each

Figure 5: Substructure Discovery: Decoupling Approach.

layer has the same set of nodes but different edge
connectivity. It consists of two functions: analysis
(Ψ) and composition (Θ). Using the analysis func-
tion, each layer in the network is analyzed indepen-
dently (and in parallel) to obtain the layer substruc-
tures. Then, the partial results from any two (or more)
layers are combined and processed by the composi-
tion function to produce substructures that span par-
ticipating layers. This is done for each iteration as
substructure discovery is an iterative algorithm. This
composition can be binary or n-ary. If binary, it can be
repetitively applied to n layers using previously gen-
erated results. This approach allows parallel analy-
sis of each layer to improve efficiency (Santra et al.,
2017a). Further, due to the layer-wise analysis, each
graph is likely to be small, which requires less mem-
ory for computing layer-wise results. Each layer is
also analyzed only once, and the existing single graph
algorithms can be used for that. The results obtained
are then used by the composition function. In addi-
tion, this approach is application-independent.

In this approach, the major challenge is to de-
velop the composition algorithm (Ψ) which is sound
and complete in generating missing substructures that
span layers. It is known from earlier work that sub-
structure generation in each layer is sound and com-
plete.

5 ALGORITHM DESIGN

Substructure discovery in single (simple and at-
tributed) graphs is an iterative process, where inter-
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Algorithm 1 : MLN-Subdue: Substructure Discovery Al-
gorithm for Homogeneous Multilayer Networks.

Require:
Input: Substructures of size k for kth iteration
Output: Top beam substructures (intralayer & inter-
layer) of size k+1

1: Load Adjacency list for each layer
2: for each substructure of size k in MLN:
3: Expand each k-edge substructure by one edge in all

directions in each layer
4: Eliminate Duplicates using canonical representa-

tion in each layer
5: end for
6: for each expanded k+1 edge substructure:
7: Group all the expanded substructures from each

layer based on vertex ID
8: Apply Combine-MLN recursive function to form

k + 1 edge interlayer substructures from k+1 edge in-
tralayer substructures

9: Eliminate duplicates generated during combination
10: end for
11: for all the canonical instances in the MLN:
12: Count the frequency of all substructures using iso-

morphism
13: end for
14: Apply metric Frequency or MDL
15: Apply beam heuristic to determine top-beam sub-

structures and send their instances to be used the next
iteration // Specify beam as required

16: Increment k by 1 for next iteration
17: Goto Step 1 for the next iteration

esting (k+1)-edge substructures are generated in the
kth iteration after a multi-step process – independent
substructure instance expansion, conversion to canon-
ical form, duplicate elimination, substructure count-
ing & metric evaluation, ranking based on graph iso-
morphism, and finally, retaining top beam substruc-
tures to be used for the next iteration. For using the
divide-and-conquer-based decoupling approach, the
main task during the kth iteration is to figure out how
to systematically use the beam k-edge substructures
and composed substructures (from the previous itera-
tion) to generate next beam (k+1)-edge substructures
correctly and completely. Thus, in case of MLNs,
the challenge is to perform the substructure discovery
(from expansion to substructure ranking) synergisti-
cally using what is generated in the layer-wise analy-
sis phase and what is composed in the previous itera-
tion.

Algorithm 1 presents the composition algorithm
to discover interesting substructures in HoMLNs. The
major steps are discussed below:

Expansion (Layer-wise): In the kth iteration, all in-
stances of the beam k-edge substructures, generated
in the previous iteration, are used (for k = 1, all edges
in the layer are used.) In each layer, using the ad-

jacency list for that layer, each substructure instance
is expanded independently by adding one incident
edge (both in and out) to generate as many (k + 1)-
edge substructure instances using the adjacency list
(Lines 1 & 2 of Algorithm 1). However, this uncon-
strained expansion generates local (layer-wise) dupli-
cates, which are identified using canonical ordering
(as outlined in Section 3) and are eliminated (Line 4).

Composing Layer-wise Substructures: This step
generates substructure instances similar to the expan-
sion in layers, but uses a substructure from one layer
and edges from a different layer which are termed
composed interlayer substructures. To achieve this,
first the expanded substructure instances generated
from each layer are grouped based on a shared ver-
tex ID (Line 7) as vertex IDs are the same in all lay-
ers of HoMLNs. This brings together the substruc-
ture instances from all layers that have a shared vertex
ID. Then, a recursive call (Combine-MLN) is made
(with two parameters: set of layers, and size of the
substructure) to combine the intralayer substructures
from different layers sharing a common vertex ID, to
generate (k+1)-edge substructures that span multiple
layers (Line 8). Here, the recursive call performs a
systematic exploration of all combination possibilities
to generate a (k+1)-edge substructure from m layers
using the layer-wise substructures of size (k+1). This
is applied on all vertices.

Figure 6: Combination possibilities of generating a 3-edge
interlayer substructure.

Figure 6 shows an example of the combinatorial
possibilities applied by the Combine-MLN recursive
function, where the set of layers is [L1, L2, L3] and
the substructure size is 3. For example, one possibility
is to choose 2 edges from L1 and 1 edge from either
L2 or L3 (the rightmost subtree) or 1 edge from L1,
one edge from L2, and 1 edge from L3 (middle sub-
tree.) Also, this composition stage ensures that only
connected composed substructures are generated.

Figure 7 illustrates the working of Combine-MLN
on a 2-layer MLN. For each layer we show all the
2-edge substructures. When we apply the Combine-
MLN function on each Vertex id of the graph as
shown above, we find all the substructures of size
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Figure 7: Generating composed interlayer substructures by combining intralayer substructures on shared vertex id.

2, which exist across layers. The parameters of
Combine-MLN function here is (2,2), which means
there are 2 layers and the required size of the sub-
structure is 2.

Duplicate Elimination: The previous step leads to
the generation of duplicate instances (e.g., from fig-
ure 6, the center branch would be generated while
expanding on each of the three layers, L1, L2, and
L3.) As the composed substructures are cast into the
canonical form, duplicates are identified and removed
(Line 9).

Frequency Counting: Exact isomorphs are used
to detect identical substructures, as two isomorphic
substructures have the same relative ordering of the
vertex IDs and have same vertex and edge labels.
Canonical instances follow the lexicographic order-
ing, hence it is easy to generate k-edge canonical sub-
structures using the relative ordering of unique vertex
ID in the order of their appearance in the canonical
instance. All the instances are grouped based on their
canonical form and their frequency is counted (Line
12).

Application of Metric: To restrict the future expan-
sion to high quality substructures, a metric – either
MDL or frequency – is used to determine the impor-
tance of a particular substructure (Line 14). The beam
parameter (user specified with a default) is used as
a heuristic to ensure only the top beam substructures
based on the metric score will be passed on to the next
iteration, thereby restricting the expansion of less im-

portant substructures (Line 15).
Using the proposed algorithm, top substructures

of size k+1 that exist within and across layers in the
kth iteration are generated. Algorithm 1 is applied it-
eratively to find substructures of the desired size.

6 MAP/REDUCE
IMPLEMENTATION

The different components of the proposed Algorithm
1 (layer-wise substructure expansion and duplicate
elimination followed by composition, and duplicate
elimination again in each iteration) have been imple-
mented using an iterative two-chained Map/Reduce
architecture. In the first Map/Reduce job, the map-
per performs the expansion of substructures and du-
plicate elimination in each layer, and the reducer per-
forms the composition to generate substructures that
span layers and removes the duplicates from the com-
posed substructures. In the second job, the mapper
converts all substructure instances into canonical iso-
morphic instances to count frequency and emits iso-
morphs as key. The reducer applies the metric and
outputs the top-beam substructures (intralayer and
spanning layers) to be used as candidates for expan-
sion in the next iteration. Figure 8 shows the overall
workflow of substructure discovery in a HoMLN us-
ing the Map/Reduce framework.
Expansion by Mapper 1: Substructure instances
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Figure 8: Map/Reduce workflow of MLN-Subdue (including composition).

Table 1: Dataset description.

Purpose Dataset #Nodes #Edges
Correctness Synthetic (SUBGEN) 10K 20K
Correctness Synthetic (SUBGEN) 100K 800K
Scalability LiveJournal 3.9M 34.8M
Scalability Orkut 3.87M 114.8M

Varying Density Synthetic (SUBGEN) 2K 1M, 1.9M, 2.9M, 3.9M

with their respective layer number are read as mapper
input, one at a time. The adjacency list for the layer is
loaded using the setup function. For the kth iteration,
the input is a k-edge canonical instance. Each instance
is expanded by one edge at a time using the adjacency
list. The mapper emits the vertex ID as key, and ex-
panded instances as values. As the expansion process
is unconstrained, duplicates are generated, which are
removed using a combiner. In this version, since each
layer is processed by a mapper (even as multiple map
tasks based on the block size), all duplicates can be
eliminated by the combiner.
Composition in Reducer 1: Each reducer receives
a list of expanded substructure instances as values,
grouped on the vertex ID as the key. The recur-
sive function (Combine-MLN) is used to combine all
(k + 1)-edge substructures from the mapper outputs
to generate (k+1)-edge spanning substructures using
edges from multiple layers. All substructures, both
intralayer and spanning layers, are then emitted to the
next Map/Reduce job as input to generate canonical
substructures to determine graph isomorphism. The
key is null, and the value is the substructure instance.
Identifying Isomorphs in Mapper 2: Creating
canonical substructures from instances requires a
hash table to identify the relative positioning of each

vertex. The mapper receives all the substructure in-
stances as input, and canonical substructure is gener-
ated for every instance. The mapper emits the canoni-
cal substructure as the key and the corresponding sub-
structure instance as the value.
Ranking and Emitting top-beam Instances in
Reducer 2: The reducer receives substructure in-
stances across mappers grouped on canonical sub-
structure. The beam value is used to rank the best
beam substructures in a hash map. This is done by
calculating the MDL value for each canonical sub-
structure, and storing the top beam substructures with
the highest MDL values, emitting only their respec-
tive instances in order to restrict future expansion to
high-ranking substructures in the next iteration. The
reducer emits the (k+1)-edge substructure instances
and layer IDs as the values in the kth iteration, which
are then fed into Mapper 1 of the next iteration as in-
put.

7 EXPERIMENTAL ANALYSIS

Experimental Setup: All experiments have been per-
formed using Java with Hadoop on Comet cluster
at SDSC (San Diego Supercomputer Center). The
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Comet cluster has 1944 nodes and each node has 24
cores (built on two 12-core Intel Xeon E5 2.5 GHz
processors) with 128 GB memory, and 320GB SSD
for local scratch space.
Dataset Description: Experiments were done on sev-
eral real-world and synthetic datasets (as shown in
Table 1) of varying sizes to establish the correctness,
speedup, and scalability of the approach. Subgen2, an
artificial graph generator was used to generate syn-
thetic graphs as it allows the embedding of substruc-
tures with user-defined frequency in a larger single
graph. To generate HoMLN datasets from each base
single graph, edges were randomly distributed across
multiple layers among the same set of nodes.

Empirical Correctness: For a given HoMLN with
multiple layers, the ground truth is generated by first
aggregating the MLN into a single graph by taking
the union of edges (Boolean OR) and then executing
SUBDUE(Ketkar et al., 2005). Both the proposed al-
gorithm and SUBDUE for different HoMLNs gener-
ated the same set of substructures with correct fre-
quency, thus establishing the correctness of the ap-
proach empirically.

Figure 9: Example 5-edge Embedded Substructure.

However, SUBDUE being a main memory ap-
proach failed to execute on large graphs with more
than 100K vertices & 800K edges. So, to verify the
correctness on large graphs, synthetic graphs were
generated having substructures embedded with a user-
defined frequency, the goal being to find the same sub-
structures with the same frequency. A 5-edge embed-
ded substructure, shown in figure 9, was embedded
with a frequency of 1000 in a graph of size 100K
vertices & 800K edges. The exact substructure was
found with the same frequency (of 1000) using the
proposed algorithm, which empirically validates the
correctness of the proposed algorithm for this dataset.

Several such experiments were conducted with
different embedded graph sizes and frequencies.

Effect of Layer Generation Schemes: This set of
experiments is performed using the synthetic dataset
of size 400K vertices & 1.2 million edges with em-
bedded substructures. Two partitioning schemes were

2https://ailab.wsu.edu/subdue/

used: random and edge-based, to verify the correct-
ness of the algorithm and its effect on response time.
Random scheme partitions a graph into l layers by
distributing edges randomly. Nodes are same in all
l layers. Edge-based partitioning, on the other hand,
creates layers containing all edges having the same
edge label. Multiple edge labels can be in a layer in
edge-based partitioning.

Table 2: Edge distribution for different layer generation
schemes.

Layers Random Edge-Based
Layer 1 399903 351360
Layer 2 399730 478441
Layer 3 400637 370469

Table 2 shows the edge distributions for both parti-
tioning schemes. Notice that the distribution remains
even for random partitioning, but becomes skewed for
edge-based as there can be edge labels with higher
frequency going into a single layer, making it uneven.
Figure 10 shows the total time taken by both of the
partitioning schemes. There is no substantial differ-
ence in the total response time as it more or less re-
mains the same. So, the numbers are drilled-down
into and the Map and Reduce times are inspected to
understand them clearly.

Figure 10: Total response time for partitioning schemes.

As seen in Figure 11, the total map time for edge-
based partitioning is significantly higher as compared
to the total map time for random partitioning. The
reason being, as the edge distribution is skewed, some
mappers end up processing more data for edge-based
partitioning, contributing to more computation time.
On the other hand, total time taken by the reducers
does not change as the data processed by each re-
ducer remains the same, because all the substructures
in the reducer are grouped based on their vertex IDs
and edge labels have no effect on them.

The same embedded substructures were found for
both partitioning schemes, indicating that the algo-
rithm is not affected by the connectivity of the graph.

Scalability of Approach: Without altering the graph
size, an increase in the number of processors is typi-
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Figure 11: Map & Reduce times using multiple partitioning
schemes.

cally beneficial for mining. So, this set of experiments
was performed on LiveJournal (Leskovec and Krevl,
2014a) and Orkut (Leskovec and Krevl, 2014b) data
to determine the speedup and effectiveness of the al-
gorithm as the number of processors was increased.
This has been showcased using 3 scenarios:

Figure 12: Speedup achieved on LiveJournal data.

Scenario 1: Same number of mapper and reducer
nodes as layers: For this scenario, all the layers are
processed in parallel with the same number of map-
per and reducer nodes. Results in Figure 12 show
a speedup of over 35% for the LiveJournal dataset
when the number of layers, mappers, & reducers are
increased from 8 to 16, and again from 16 to 32. As
the same dataset is partitioned into more layers and
processed by greater number of processors, it leads to
smaller partitions and less computation in each pro-
cessor. This reduction in computation cost contributes
to the speedup achieved. Moreover, as the number of
layers and reducers are doubled, the data received by
each reducer node gets halved, but the mining cost
in the 1st reduce job also increases, as the height of
the tree grows with the increase in number of layers
(as there are composed substructures that span more
layers and the number of combinations for the recur-
sive procedure Compose-MLN increases), leading to
a higher number of possible interlayer combinations.

Figure 12 also shows that the total time taken
when beam size is set to 10 is more as compared to
beam size 6. This is because as the beam size in-

Table 3: Number of substructures generated in each itera-
tion with beam 10 and 6 for the LiveJournal data.

Iterations Beam 10 Beam 6
1 2836928 2836928
2 3929240 3172184
3 4593864 3628496
4 5249968 3849008
5 5346152 4004984
6 5716984 4128496

creases, the number of substructures carried forward
in each iteration increases (illustrated in Table 3), re-
sulting in more data being processed by each proces-
sor.

Orkut and LiveJournal datasets were used for
the next two scenarios with 32 layers (Figures 13a,
13b.) The purpose is to understand the impor-
tance of mappers vs. reducers with respect to the
work/computation done during the algorithm.
Scenario 2: Changing only the number of reducer
nodes: In this scenario, the number of mapper nodes
is fixed at 32, and the number of reducer nodes is var-
ied to see the effect of reducers on response time.

Figure 13a initially shows a high percentage of
speedup for both LiveJournal and Orkut in the re-
duce phase when the number of reducer nodes is in-
creased from 8 to 16 to 32. But after that, the speedup
starts to plateau, with the percentage improvement re-
ducing significantly when going from 32 to 40 and
then to 48 nodes. So, merely adding more reducer
nodes beyond a certain number does not keep improv-
ing speedup, as the overhead (e.g., reducer setup &
cleanup) increases. Orkut takes more absolute time
than LiveJournal, as it has more than 3 times the num-
ber of edges for a similar number of vertices, leading
to more expansion and combination possibilities. In
contrast to the reduce time, total time is shown in
Figure 13b. This speedup is similar to the reduce
time (except in absolute values) indicating that all the
speedup comes from the reducers. This matches the
work done in the reducers as explained in Section 6
and validates the need for more reducers. Remem-
ber, composition is happening in the reducer of job 1
and counting all isomorphs and metric computation is
happening in the reducer of job 2.

Scenario 2 clearly indicates that the mappers take
less time overall as compared to the reducers. Hence,
distributing reduce computation among more re-
ducers has a significant effect on the speedup
which is exemplified in scenario 3 below.

Scenario 3: Changing only the number of mapper
nodes: Here, the number of reducer nodes is fixed
at 32, and the number of mapper nodes is varied to
inspect the effect of mappers on response time.
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(a) Effect on Reduce Phase Time. (b) Effect on Overall Map/Reduce Time.

Figure 13: Speedup comparison by varying only the number of reducer nodes.

(a) Effect on Map Phase Time. (b) Effect on Overall Map/Reduce Time.

Figure 14: Speedup comparison on varying only the number of mapper nodes.

In Figure 14a, significant speedup is seen in the
map time as the number of mapper nodes is increased
from 8 to 16 to 32. But the total time shown in Fig-
ure 14b is distinctly different from the one we see in
Figure 13b. Total time speedup has reduced signif-
icantly due to much smaller portion of the computa-
tion being distributed. This, again, clearly indicates
that there is not much computation in the mappers
to effectively distribute them to improve the over-
all Map/Reduce performance. In both jobs in the
chain, the reducers are doing heavy lifting in this ar-
chitecture. From Scenarios 2 and 3, it can be inferred
that for this algorithm, prioritizing an increase in the
number of reducers over mappers is more beneficial,
as the reduce phase has a greater effect on total exe-
cution time.
Effect of Graph Density: Connectivity of graphs
also influences the performance of substructure dis-
covery due to large number of substructures gener-
ated during expansion. We categorize graphs as dense
to sparse, where the number of vertices is fixed but
the number of edges vary along the spectrum ranging
from a completely connected graph to a very sparsely
connected graph. This experiment was performed on
a graph with 2K vertices, but varying densities from

Figure 15: Effect of graph density on response time.

25% (1M edges) to 100% (3.9M edges) on 4 layers
using 4 mapper nodes and 4 reducer nodes to see the
effect of connectivity of graphs on response time.

The results in Figure 15 show that with dense
graphs, where each vertex is connected to more ver-
tices on average, the computation cost increases as
there are more expansions which leads to more map
time and more combinations of intralayer edges in the
reducer contributing to more reduce time. This fur-
ther confirms that more time is spent in the reducer in
this algorithm as compared to the mapper.
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8 CONCLUSIONS

This paper proposes a scalable substructure discov-
ery algorithm for HoMLNs using the decoupling-
based strategy. A generic Map/Reduce algorithm
was introduced for the parallel processing of lay-
ers and then composing the results, again, using a
Map/Reduce framework. The basic components of
substructure discovery - substructure expansion, com-
bining substructures from each layer to generate sub-
structures spanning layers (composition function),
duplicate elimination, and counting isomorphic sub-
structures - were incorporated into the Map/Reduce
framework. Empirical correctness was established.
Extensive experimental analysis was performed on di-
verse synthetic and real-world graph datasets.
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Abstract: Recommendation systems (RS) have been widely utilized across various fields, particularly in education, 
where smart e-learning systems recommend personalized learning paths (PLP) based on the characteristics of 
learners and learning resources. Despite efforts to provide highly personalized recommendations, challenges 
such as data sparsity and cold-start issues persist. Recently, knowledge graph (KG)-based RS development 
has garnered significant interest. KGs can leverage the properties of users and items within a unified graph 
structure, utilizing semantic relationships among entities to address these challenges and offer more relevant 
recommendations than traditional methods. In this paper, we propose a KG-based PLP recommendation 
solution to support English learning by generating a sequence of lessons designed to guide learners effectively 
from their current English level to their target level. We built a domain KG architecture specifically for 
studying English certification exams, incorporating key concept classes and their relationships. We then 
researched and applied graph data mining algorithms (GAs) to create an effective PLP recommendation 
solution. Using consistent experimental conditions and a selected set of weights, along with our collected 
dataset, we evaluated our solution based on criteria such as accuracy, efficiency, stability, and execution time. 

1 INTRODUCTION 

The amount of data has increased dramatically along 
with the internet's quick development. Users find it 
challenging to select what interests them from a wide 
range of options due to the information overload. RS 
has been developed to enhance the user experience 
and aid in making decisions. Personalized 
recommendations are generated by RS based on user 
behaviour and preferences, which increases user 
engagement and happiness on a variety of online 
platforms, such as music recommendations, movie 
recommendations, learning path recommendations, 
online shopping recommendations, etc. (Q. Guo et al., 
2020). Despite significant progress, creating a RS 
specifically suited to provide suitable content remains 
a challenge. Accurately predicting user and content 
characteristics and their complex interrelationships is 
one of these issues. Thus, researchers' attention has 
been drawn in recent years to the introduction of KG 
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as side information in the RS. A heterogeneous graph 
with nodes signifying entities and edges denoting 
relationships between entities is called a KG. To 
comprehend the relationships between objects, items 
and their properties can be mapped into the KG. 
Additionally, users and user-side data may be 
included in the KG, improving the accuracy of 
capturing user preferences and relationships with 
items (Q. Guo et al., 2020).  

RS has also benefited academic sectors in many 
ways since it has driven the creation of smart learning 
systems. The aims, interests, and abilities of each 
learner are the learning criteria that these techniques 
adjust PLP to. Utilizing data-driven monitoring to 
make sure that learners' parameters are fulfilled, they 
change the content and order of learning materials, 
marking the shift from a one-size-fits-all approach to 
customized learning methodologies (M. Abed, 2023).  

Among today's subjects of study, we give special 
attention to foreign language learning since it plays a 
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Figure 1: An overview flowchart illustrating the execution process for the proposed solution.

critical role in job application, study and research, 
travel, participation in global interchange, etc. 
(Ilyosovna, N. A., 2020). According to a Statista 
report published in 2023, English is presently the 
most common language in the world, with almost 1.5 
billion users (E Dyvik, 2023), and certification of 
competency in English with four primary skills—
listening, speaking, reading, and writing—is also 
frequently expected in job applications and university 
output standards. As a result, to demonstrate their 
ability to use English fluently, many individuals must 
study and prepare for tests to get international English 
credentials such as TOEIC (M. Schedl, 2010), IELTS, 
TOEFL (GH Sulistyo, 2009), and others. Learning 
these qualifications is now much more convenient, 
owing to the support of smart English learning 
applications and systems such as Duolingo, Elsa, and 
others, which allow learners to study more 
successfully while saving money and time (X. Fan et 
al., 2023). According to our survey results, these 
applications generally guide learners to learn in a pre-
set sequence based on their goals and current level; 
however, to guide learners along a suitable learning 
path (LP) that meets their other personalized 
requirements, such as time, cost, progress, and 
learning outcomes, they are also being researched to 
apply the PLP recommendation (PLPR) models to 
advise learners on a suitable LP and fulfil the 
aforementioned aims.  

According to that motivation, this study proposes 
a PLPR solution for English learners using GAs on 
the KG architecture, which we have developed in the 
English learning domain. As per the process 
illustrated in Fig. 1, the proposed solution will 
proceed through four primary phases of development. 
Initially, a dataset pertaining to the format, content, 

and assessment methods of international English 
certifications and associated exams will be compiled 
by referencing many websites and official 
publications. In the second phase, a KG architecture 
will be constructed to present key concepts about 
English proficiency levels, knowledge, and skills that 
are needed, as well as the lessons that correlate to 
those levels based on the built dataset and the learners' 
learning requirements. To optimize execution time, in 
the third phase, we will next create a weighted 
subgraph (WG) based on the learner's requested 
learning information in the KG. This created WG will 
only contain entities and weighted relationship edges 
related to the target level, as well as the lessons or 
competencies the learner possesses that correspond to 
the current level. Next, leveraging the GAs from 
Neo4j's GDS library (Hodler et al., 2022), we 
recommend the most effective initial PLP for 
learners. To identify the optimal set of weights for our 
solution that meets all LP assessment criteria, we 
conducted extensive experiments with various weight 
configurations. Subsequently, employing consistent 
experimental conditions and a selected set of weights, 
along with our dataset, we evaluated our solution 
based on criteria including accuracy, efficiency, 
stability, and execution time.  

This paper is organized as follows: Section 1 
outlines our work and its contributions. Section 2 
provides an evaluation of the current state of the art 
in the research field. The KG architectural 
development process is described in depth in Section 
3. Section 4 describes the steps involved in creating a 
PLPR solution for learners. Section 5 describes the 
experiments, evaluations, and data collection 
methods. Finally, Section 6 concludes with 
suggestions for future research directions. 
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2 RELATED WORKS 

A lot of approaches have been put forth by 
researchers to increase learning efficiency, and one of 
the most cutting-edge areas of study these days is 
developing systems to recommend LPs to e-learners 
as a chain of learning materials. As a result, numerous 
studies have been conducted to create RSs for LP 
recommendations that use semantic dependency links 
between learning objects (LOs) and learning 
materials that are simultaneously stored on a variety 
of data types to recommend LPs to learners, then 
utilize data mining models to arrange learning 
materials into learner-recommended LPs. These RS 
systems do (D. Shi et al., 2020), however, still adhere 
to the notion of a single learning path that is 
applicable to all learners and are not actually tailored 
to the unique learning characteristics of each learner, 
which results in the recommendation of LPs to 
learners with limited suitability. 

As the research by D. Shi et al. (2020) illustrates, 
KG has been employed recently for LP 
recommendation as a prominent research domain since 
it may eliminate ambiguities in learning content and 
learner’s learning characteristics descriptions. 
Motivated by this feature, a few researchers attempted 
to develop learning systems for KG-based LP 
recommendation and were successful in resolving the 
issues raised. Huang and Xiangli (2011) used AI, data 
mining, and database technology to create a PLP 
recommendation system (PLP-RS). By fine-tuning 
learner models with learning history data, it improves 
specialized services and assesses improvement using 
customized Knowledge Structural Graphs. Zhang et al. 
(2023) provide a PLP-RS for e-learning that uses a KG 
structure by creating a multidimensional course KG 
and applying graph convolutional networks (GCN) to 
properly represent learner preferences. The algorithm 
recommends ideal courses based on both learner 
preferences and the significance of learning resources, 
decreasing the need for manual planning and 
increasing learner satisfaction. Shi et al. (2020) 
construct a multidimensional KG by connecting 
learning elements semantically. Their algorithms 
provide customized LP creation and suggestions, 
meeting each learner’s unique e-learning demands. 
Static code analysis is used by H. Yin et al. (2021) to 
build a structural KG program for open-source 
projects. Through depth-first and Dijkstra search 
algorithms, their deep learning model, which integrates 
this with multi-source data and an LP recommendation 
mechanism, helps developers quickly learn important 
functions. Using GCN on Junior High School English 
exercises, Y. Sun et al. (2021) in the field of English 

education generate individualized KG for pupils, 
creating PLP with the aid of Prim and Kruskal 
algorithms. In their work on computer-assisted 
vocabulary acquisition, F. Sun et al. (2020) develop a 
recommendation engine for Chinese vocabulary 
learning materials utilizing a KG. Hanyu Shuiping 
Kaoshi (HSK) three-level language resources and ten 
types of relations are integrated into the system, which 
was created using Protégé, Apache Jena, and Python. 
Chen et al. (2021) use course similarity computation 
and pre-knowledge annotation to automate the creation 
of Massive Open Online Courses on KG. They use 
rule-based and machine learning techniques to classify 
courses, improve TF-IDF computation, and build a 
network that integrates knowledge and course nodes. 
The knowledge network and learner data are then used 
to provide personalized suggestions. Z. Yan et al. 
(2023) suggest a technique that makes use of a course 
knowledge network to suggest customized activities. 
The method entails building the graph using deep 
knowledge tracing, producing individual knowledge 
structure diagrams, and producing a Q-matrix from 
learners’ responses. The model chooses tailored 
assignments based on factors such as complexity, 
individuality, and variance, which is consistent with 
constructivist learning theory. 

The aforementioned studies all share the same 
goal of investigating LP recommendation models for 
every learner utilizing KG by incorporating concepts 
such as goals, learner behaviors, LOs, and learning 
resources, etc., along with their interrelationships, 
into the architecture of the KG. It has been 
demonstrated that this method outperforms 
conventional ones in personalized recommendation 
outcomes. However, based on the research of M. 
Abed et al. (2023), we think that other aspects of the 
learner's learning characteristics, such as the learner's 
current level of knowledge and skills, desired 
learning time and cost, etc., must be considered to 
recommend a more appropriate PLP for each learner. 
Moreover, little study has been done on learning 
foreign languages like English. Our study focuses on 
using KG-based data modelling and processing to 
develop a solution that recommends a PLP for 
English language learners. This solution will account 
for the learners' current knowledge and skills, target 
level, and desired learning time, enabling them to 
achieve their goals efficiently within the shortest 
possible time while adhering to an appropriate 
learning path. 

Section 3 will provide a detailed presentation of 
the steps involved in developing the KG architecture 
as well as the proposed solution for this research. 

KDIR 2024 - 16th International Conference on Knowledge Discovery and Information Retrieval

50



3 DOMAIN KG CONSTRUCTION 

We examined the vocabulary topics, grammar 
themes, scoring scale, format, assessed skill, and 
evaluation criteria of the TOEIC, IELTS, and TOEFL 
test components to develop a KG architecture for 
presenting the concept and learning material along 
with their relation in preparation for the English 
certification examinations, as shown in Fig. 1 for the 
second phase. Furthermore, in accordance with 
European norms, we investigated the Common 
European Framework of Reference (CEFR) (B. North 
et al., 2019) to assess the link between certificate 
scores and English competencies.  

As far as we know, people who want to get an 
international standard English certificate have to first 
complete a competence exam and receive the 
certificate along with a score demonstrating their 
ability. The score on these certificates does not 
indicate whether the individual passed or failed, but it 
does demonstrate their level of English ability. The 
outcomes can be transferred to the CEFR to 
standardize English proficiency levels across 
European and other regional nations. As a result, to 
manage learners' test information for international 
English certificates, the KG architecture will include 
a Level class that is focused on storing score 
information from the current English certificate of the 
learner and the target score of the certificate that the 
learner hopes to attain in the future. Each certificate's 
score information, together with qualification 
information based on the associated CEFR 
framework, will be saved as a benchmark to examine 
the correlation of English proficiency to scores 
between various certificate types. 

Besides, success in international English 
certificate exams necessitates skills in speaking, 

listening, reading, and writing, as well as mastery of 
vocabulary and grammar knowledge. Therefore, the 
Competency class contained in the KG architecture 
will cover all the necessary skills and knowledge. 
However, we will construct specific pronunciation 
and vocabulary knowledge in a separate Lesson class 
since we understand that this knowledge is only tested 
in certain parts of the exam. This personalized 
approach guarantees that important abilities are 
covered in every segment of the test. 

Moreover, learners must fully comprehend the 
sorts of questions, subjects, and settings that will be 
posed in each part of the exam. Combine knowledge 
of grammar, vocabulary, pronunciation, and English 
abilities to create the ideal test-taking plan. That is, 
for each level of English that a learner wishes to 
achieve, the learner must be provided with knowledge 
from specific lessons on clearly understanding the 
structure, question type, topic context, strategies, and 
test-taking experience in that skills test, as well as 
knowledge from related grammar and vocabulary 
lessons. As a result, in the KG architecture, an extra 
Lesson class will be created to manage information 
about lesson entities that must be learned to pass the 
exams. Our proposed comprehensive KG, which is 
represented in Fig. 2, consists of three fundamental 
concept classes: Level, Competency, and Lesson 

For the Level concept class, it will include entity 
categories such as Current_Score and Target_Score, 
which indicate the learners’ current score via the 
HAS_CURRENT_SCORE relationship and target 
score via the WANT_TARGET_SCORE connection 
for the same certificate type with the same properties: 
score, certificate. These certificate’s score entity 
nodes will be referenced to the CEFR competence 
framework entity nodes, which have properties such 
as   from_score,   to_score,   and   certificate,   via  the 

 
Figure 2: Complete KG architecture utilized in the proposed solution.
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internal relationships BELONG_TO_CUR_LEVEL 
and BELONG_TO_TAR_LEVEL. Additionally, a 
HAS_PRE_LEVEL relationship will connect 
CEFR_Level nodes, e.g., a 'B1' level will precede 'A2' 
according to CEFR. 

The Lesson concept class will manage entities 
comprising main lesson content related to grammar, 
listening, reading, speaking, and writing skills for 
each test section. Every lesson has common 
properties, including title, category, and study time 
(in days). Additionally, certain preparatory lessons 
with assigned pronunciation or vocabulary 
knowledge must be completed before advancing to 
the main lessons via system linkages like 
NEED_LEARN_PRE_LESSON_L, etc.  

Finally, the Competency concept class will 
signify the learner's current proficiency level on the 
English certificate and identify acquired skills or 
knowledge through the HAD_KNOWN external 
relationship with entities like grammar, listening, 
reading, speaking, and writing lessons. 
Correspondingly, in alignment with the learner's 
target level, it outlines the requisite skills and 
knowledge through the NEED_KNOW relationship. 
Each skill and knowledge entity within the 
Competency class denotes the associated lessons 
required from the Lesson class, establishing external 
relationships like NEED_LEARN_GRAMMAR_LS, 
NEED_LEARN_LISTENING_LS, and others. 

4 A SOLUTION FOR PLPR  

4.1 Description of PLPR Problem 

The main goal of our proposed solution is to 
recommend an appropriate PLP for each learner as 
they go toward preparing for international English 
certifications like the TOELF, IELTS, and TOEIC 
(which include the Speaking-Writing and Listening-
Reading combinations). The scores that correspond to 
the learners' current certificates, information about 
their English proficiency or lessons that correspond to 
their current level (which will be raised for the learner 
to choose based on our developed dataset), the desired 
study time, and the score that corresponds to the 
desired certificate are the first inputs of the solution. 
These inputs will be stored in the KG architecture (as 
shown in phase 2 of Fig. 1). Our system will then 
produce an initial PLP for each learner as indicated in 
phase 3 of Fig. 1, which will include a list of lessons 
to be learned and progress the learners from their 
current English level to their target level while 
accommodating their desired learning schedule. 

4.2 End-to-End Solution Processing 

As was indicated in Part 3, KG would house all data 
pertaining to the learning characteristics of learners as 
well as data on the acquisition and evaluation of 
English certifications. Simultaneously, we want to 
provide solutions using a novel approach that is 
simple to implement while maintaining natural logic 
and science. Because of this, we have examined and 
assessed GAs according to several factors, including 
the KG architecture, the issue that has to be addressed 
along with the intended outcomes at each stage of the 
solution's execution, and the fundamentals of how 
each algorithm works. In particular, we select the 
graph traversal algorithm BFS (section 4.2.1) for 
stage 1 of the solution in order to be able to create a 
subgraph with only entities connected to the learner's 
target-level entity. The PageRank algorithm is then 
combined with the LPA_NI algorithm in stage 2 of 
the solution with the aim of determining the 
importance of each lesson entity on WG and 
clustering these entities into clusters corresponding to 
the list of lessons to be learned from the current level 
to the target level, then merging into the original LP 
(section 4.2.2). Lastly, we use the Min Weighted Sum 
(MWS) approach to assess and determine which LP 
is the most appropriate as a recommended PLP for 
learners and meet the optimization objectives in stage 
3 (section 4.2.3). Fig. 3 will provide details of the 
processing flow for each stage, precisely as follows: 

 
Figure 3: The execution flow with applied algorithms. 

Step 1: Constructing a subgraph for CEFR_Level 
entities using the BFS algorithm: This initial step 
involves offline processing to traverse the KG using 
the BFS algorithm (S. Huan, 2014). The goal is to 
generate subgraphs for each CEFR_Level entity. By 
doing so, we create a comprehensive list of all entity 
categories that are directly or indirectly connected to 
each CEFR_Level entity. This approach reduces the 
number of entity interactions, thereby optimizing the 
execution time for subsequent steps. 
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Step 2: LP generation using PageRank and the 
LPA_NI algorithms: This step occurs during the online 
processing phase. It starts by transforming the 
CEFR_Level entity subgraph into a WG tailored to the 
learner's target level, based on information provided by 
the learner. Next, the PageRank algorithm (C. Tulu, 
2020) is employed to evaluate the relevance of each 
node within the WG. Following this, the LPA_NI 
algorithm (Zhang, 2017) groups significant nodes into 
clusters, reflecting the competencies and lessons 
required for each CEFR_Level entity in the WG. By 
merging these clusters and sorting them in ascending 
order according to the CEFR_Level entity values 
within each cluster, the initial learning path comprising 
the primary lessons is obtained. 

Step 3: Building Multi-Objective Optimization 
(MOO)-Evaluated Functions for LPs Using the MWS 
Method: This step will also be completed online. The 
LP made in step 2 is to keep adding m significant 
nodes in the WG as prerequisite lessons as nodes in 
the Vocabulary or Pronunciation entity category and 
then utilize the developed evaluation function to 
gauge the LP's satisfaction at each kth iteration by 
using the MWS method. Then, as the PLP to counsel 
the learner, select the LP that produces the most 
optimal outcome while meeting all stated 
optimization objectives. In the following sections, we 
will present the details of these main processing steps. 

4.2.1 Constructing Subgraph for 
CEFR_Level Entities 

The implementation procedure for step 1 is detailed 
in Algorithm 1.  
Algorithm 1: Constructing subgraph for each CEFR Level
entities in KG. 

Input: 
 G (V, E): The KG includes V vertices 

and E relationship edges. 
 LVL = {LVL୧ | i =  1, nതതതതത}: set of the ith 

CEFR_Level entity denoted as LVLi 
contained in G (V, E). 

 n: number of elements in the LVL set. 
Output: LV_EN୧(set of entities related to each ith 

CEFR_Level entity). 
1: LV_EN୧ ← ∅ , i ← 1 
2: while i ≤ n: 
3:  Apply the BFS with each LVLi as the source 

vertex → Obtain a set containing k nodes {v1, 
v2, …, vk} 

4:       LV_EN୧ ← {v1, v2, …, vk} 
5:       i ← i + 1 
6: End while 

For example, after executing this algorithm, as 
shown in Fig. 4, we obtain a subgraph of the 
CEFR_Level node with the value "CEFR_B2," 
representing learner X's target level. This subgraph 
includes nodes related to the learner's current level, 
their existing competencies, the skills they need to 
acquire, and the lessons that they might have to learn. 

4.2.2 LP Generation Using PageRank and 
LPA_NI Algorithms 

To clearly explain the implementation process in step 
2, we introduce the notations outlined in Table 1 and 
describe the two primary tasks. The first task involves 
using the PageRank algorithm, detailed in Algorithm 
2. Additionally, we use Eq. 1 (C. Tulu et al., 2020) to 
calculate the PageRank score (PR_score) for each 
node in the WG derived from the subgraph defined in 
step 1:        𝑃𝑅(𝑖) = (1 − 𝑑) + 𝑑 ∑ ௐೕோ()∑ ௐೖೕೖ + 𝑃𝑅′(𝑖)→      (1) 

Algorithm 2: Determine each node's significance within the
WG.

Input: TAR, CUR, subgraph of TAR as G’ (v, e), 
CPT_HAD, LS_KNOWN. 

Output: IPT set. 
1: 𝑊𝐺 ← 𝐺′ 
2: For each edge e point to node u in WG: 
3:  If (u ∈ CPT_HAD)||(u ∈ LS_KNOWN) 

      4:           e. weight ← 0 
      5:      Else e. weight ← 1 
      6: For each node u in WG: 
      7:      If (u ==  CEFR_Level entity) 
      8:           PR_score(u) ← 1 
      9:      Else PR_score(u) ← 0 
    10: While not converged: 
    11:      For each node u in WG: 
    12:             PR_old ← PR_score(u) 
    13:             Using Eq.1 to calculate PR_score(u) 
    14:             If |PR_score(u) - PR_old| < threshold: 
    15:                 break loop 
    16: IPT = {u | PR_score(u) > 0 and sort by 

PR_score(u) decreasing} 

Note that in Eq. 1 (E. Turan et al., 2020), PR(i) 
denotes the PR_score calculated for each node i in the 
LV_EN set during the current iteration, while PR'(i) 
represents the existing PR_score of node i from the 
previous iteration, indicating the spread of points 
among related nodes. PR(j) refers to the current 
PR_score of nodes j in the LV_EN set linked to node 
i. The weight of the edge from node j to node i is 
denoted as Wji. Similarly, Wkj represents the weight of 
nodes k in the LV_EN set, pointing away from node j. 
The damping factor d, set as 1, reflects the probability 
of the learner accessing node i from node j,  ensuring 
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Figure 4: Weighted subgraph for the learner's target level completed after executing step 1 and 2. 

Table 1: The meaning of the signs used in Step 2. 

Signs Meaning 

LV_EN Set of entities (competence, previous CEFR level, lesson) related to the learner's target CEFR 
level. 

TAR English proficiency according to the CEFR framework on the target certificate that the learner 
wants to achieve. 

CUR English level on the current certificate according to the CEFR framework that the learner 
currently has. 

CPT_HAD Set of competencies that the learner already has. Equivalent to a competency number belonging 
to CUR. 

LS_KNOWN Set of lessons that the learner has learned before (lessons that the learner can optionally learn) 
belongs to the competencies of CUR.

EN_IPT Set of CEFR_Level, Competency, and Lesson entities has decreasing importance to learners 
according to their PR score, which is greater than 0.

INTM_LV The set contains intermediate CEFR_Level nodes between TAR and CUR. 
CL_EN_u The uth cluster contains nodes with the same label after each label propagation step. 
LN_LS_u The set contains only lesson entities filtered from the corresponding CL_EN_u clusters. 

learning from node j to node i for pairs with Wji = 1. 
For instance, in Fig. 4, based on the learner's input 
data, each edge pointing to a node in the subgraph is 
given a weight value of either 0 or 1. The subgraph 
will be transformed into the WG following this 
weight assignment procedure. Once Algorithm 2 has 
run on this WG and assigned a PR_score to each 
node, we will add these nodes to the EN_IPT set in 
decreasing order of their PR_scores. Fig. 5 presents 
the EN_IPT set as an example. 

Based on the WG architecture designed in Fig. 4, 
when learner X wants to achieve a TAR (e.g., level 
"B2") from a CUR (e.g., level "A2"), learners must 
also achieve the Competencies of the intermediate 

 
Figure 5: Entity nodes included in the EN_IPT set. 
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levels (INTM_LV) (for example, “B1”). To 
guarantee that learner X studies enough lessons for 
the needed Competencies from CUR to TAR, the 
second task in this step will cluster the most critical 
lessons to learn (according to the PR_score of each 
node in the WG) into each cluster at each level of 
proficiency. LPA, a well-liked clustering algorithm 
(Čížková, K. 2022), uses graph design to build a label 
propagation mechanism for random nodes. 
Nevertheless, we will use the method developed by 
Zhang et al., which is called LPA_NI, to boost second 
task efficiency. When propagated, LPA_NI has been 
demonstrated to provide superior clustering results 
over regular LPA based on node importance and label 
influence. Eqs. 2 and 3 (Zhang et al., 2017) are used 
by the LPA_NI for this step, where LI (i, lb) denotes 
the label's influence (lb) on node i, d(j) denotes the 
outdegree of node j, Nl(i) denotes the set of labels lb 
surrounding node i, ci denotes the most influential 
label that will be assigned to node i, and l_max 
denotes the sets of the maximum number of labels.  

Algorithm 3: Building the first LP.   
Input: WG of TAR, CUR, EN_IPT, MaxIter 

(Maximum number of execution loops) 
Output: LN_LP. 

  1: Initialize seedLabel for CEFR_Level nodes in   
WG. 

  2: 𝐭 ← 𝟏 
  3: For each node x ∈ EN_IPT: 
  4:       Assign label of most represented connected   

node. 
  5: If connected nodes' labels to x are all different:  
  6:          Calculate viral influence using Eq. 2. 
  7: Choose label satisfying Eq. 3 to update node x. 
  8: If t = MaxIter or labels of node x match majority 

connected nodes' labels:  
  9:         Assign nodes x to CL_EN_1, CL_EN_2, ..., 

CL_EN_k with specified labels. 
10:        End. 
11: Else 
12:         t ← t + 1; 
13:         Repeat steps 3 – 10. 
14: For each CL_EN_1, CL_EN_2, ..., CL_EN_k: 
15:    Initialize LN_LS_u ( u = 1, kതതതതത ) containing 

Lesson entities for each cluster. 
16: Create set LN_LP = LN_LS_1 ∪…∪ LN_LS_u 

containing required lessons. 

The following algorithm 3 describes in detail the 
idea of this task. Furthermore, in accordance with the 
example shown in Figure 6, the nodes on the WG will 
be split into two clusters, C_LS_1 and C_LS_2, 
following the completion of algorithm 3. Next, 
entities of the type of Lesson will be chosen from each 
cluster to create the appropriate LN_LS_1 and 
LN_LS_2 additional clusters. Finally, we will 

combine the entities in the aforementioned two 
clusters and rearrange them in the order of rising 
PR_score values to construct an initial LP, known as 
the LN_LP set, which will include the key lessons to 
be learned from the current level to the target level. 𝐿𝐼(𝑖, 𝑙𝑏) = ∑ ோ()ௗ()∈ே                 (2) 

𝑐 = 𝑎𝑟𝑔𝑚𝑎𝑥 𝐿𝐼(𝑖, 𝑙𝑏)ᇣᇧᇧᇧᇧᇤᇧᇧᇧᇧᇥ ∈ _௫                    (3) 

 

 

 
Figure 6: The process of building the LN_LP set in step 2. 

4.2.3 Building a MOO Function Using the 
MWS Method 

Not only should the PLP that is recommended to 
learners be a collection of lessons that are taught in a 
sequential manner and cover the competencies that 
the learner needs to master, but it should also contain 
a number of prerequisite lessons, or lessons that must 
be studied prior to studying the main lessons that are 
directly taught to achieve competencies. The current 
solution will be to provide an LP so that learners only 
need to learn a minimal amount of vocabulary, 
covering as many required main lessons as possible, 
as there is currently no specific statistical report on 
the amount of vocabulary required to be learned at 
each level of English certification exams.  

In light of these remarks, in this step, our solution 
will develop an evaluation function based on the 
MWS method (N. Gunantara, 2018) to assess each 
LN_LP's optimization objectives in each iteration. 
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We set parameter m as a fixed number of consecutive 
prerequisite lessons taken from the PRE_LS set and 
then added to the existing LN_LP in each iteration. 
The proposed weights for each objective to be 
optimized in the evaluation functions are described in 
Table 2. Finally, based on the MWS formula, utilizing 
information from the weight set and value function 
for each objective (refer to table 2), let x represent the 
existing LN_LP in the kth iteration. The MWS formula 
for the LN_LP evaluating function is expressed as in 
Eq. 4., which states that the LP with the lowest overall 
optimization score for all objectives will be deemed 
to be the most optimum LP when each LP in each 
loop has four goals that need to be optimized and each 
goal has a weight indicating the attached priority. The 
implementation procedure of step 3 is shown in 
Algorithm 4, and the phases are illustrated in Fig. 7 to 
illustrate how they are carried out. Specifically, at 
every  kth  iteration, we will progressively add one  

Table 2: The weights and value functions of objectives. 

Weight Function Meaning 

w1 f1(x) 
Maximize the number of 
competency entity types present 
in the LN_LP set. 

w2 f2(x) 

Minimize the number of 
prerequisite lesson entities (which 
are vocabulary or pronunciation 
lessons) learned enough for the 
required lessons in LN_LP.

w3 f3(x) 
Minimize the inverse sum of the 
PageRank (PR) scores of lessons 
in LN_LP. 

w4 f4(x) 
Minimize the number of lessons 
left over in LN_LP after being 
evaluated. 

 
Algorithm 4: Building the completed LP as PLP. 

Input: WG, LN_LP, EN_IPT, m 
Output: LN_LP. 
      1: Initialize PRE_LS = ∅. 
      2: For each node u in WG: 
      3:     If ((u == Vocabulary entity || u == Pronunciation 

entity) && u ∈ EN_IPT: 
      4:            PRE_LS ← PRE_LS ∪ {u}. 
      5: Initialize LN_LP_L = {LN_LP}. 
      6: While (𝐏𝐑𝐄_𝐋𝐒 ≠ ∅) 
      7:       Last_LN_LP = GetLastElement (LN_LP_L). 
      8:  Add m Lessons entities category from 

LN_PRE_LS to Last_LN_LP. 
      9:     Calculate Evaluation Score for Last_LN_LP 

using MWS with Eq.4. 
     10:      Add Last_LN_LP to LN_LP_L. 
     11:      |PRE_LS| = |PRE_LS| - m. 
     12: Select the best LN_LP from LN_LP_L based on 

optimal evaluation score. 

required lesson to the LP that existed in the (k-1) th 

iteration. Concurrently, we utilize Eq. 4 to determine 
the evaluated score for each LP. In the end, only the 
LP found in the fifth loop will be chosen as the PLP 
to recommend to the learner since it fulfills Eq. 4. 

𝑚𝑖𝑛𝐹(𝑥) =  𝑓(𝑥). 𝑤ସ
ୀଵ  | ⎩⎪⎨

⎪⎧  𝑤 = 1ସ
ୀଵ𝑤ଷ > 00 ≤ 𝑤 ≤ 1 𝑣ớ𝑖 𝑖 = 1,4തതതത  (4)

 

 
Figure 7: Development of the complete LN_LP in step 3. 

5 EXPERIMENTATION AND 
EVALUATION   

We conducted the experimentation process by 
considering the learner's aspiration to advance from 
the lowest current level and all proficiency levels of 
the learner's knowledge and skills, which are not yet 
there, to  the  highest  target  level  (aligned  with  the 
CEFR competency framework: 'TOEIC (L-R)-C1', 
'TOEIC (S-W)-C1', IELTS-C2’, 'TOEFL-C2'). 
Specifically, we focused on step 3 of the solution, 
varying the chosen weight sets and adding a fixed 
number of consecutive prerequisite lessons (m = 5) to 
the LP in each kth iteration. Using Eq. 4 and the 
completed dataset, we identified the optimal weight 
set for this step. We then compare approaches using 
the combined PageRank algorithm with the 
traditional LPA algorithm (PR_LPA for short), and 
the approach used in solution development applies the 
PageRank algorithm combined with the LPA_NI 
method (PR+LPA_NI for short) to assess the 
performance, stability, accuracy, and efficiency of 
our proposed solution (M. Abed et al., 2023) 
(Nabizadeh et al., 2020). The identical experimental 
dataset and weight set that were established following 
the experiment will be used for this comparison. 

5.1 Dataset Building 

There is currently hardly any standardized dataset that 
announces the learning content and skills required for  

KDIR 2024 - 16th International Conference on Knowledge Discovery and Information Retrieval

56



 
Figure 8: The process of building experimental dataset. 

 
Figure 9: A part of the nodes and their relations in KG. 

Table 3: Statistics on the number of entities and 
relationships in the KG. 

Entities Amount Relations Amount 

 NEED_KNOWN / HAD_KNOW 63 

CEFR_Level 22 NEED_LEARN_GRAMMAR 98 

Competency 49 NEED_LEARN_LISTEN_SKILL 102 

 NEED_LEAN_READING_SKIL 68 

Grammar_LS 98 NEED_LEAN_SPEAKING_SKL 115 

Listening_LS 79 NEED_LEARN_WRITING_SKIL 54 

Pronunciation_LS 7 NEED_LEAN_PRE_LESSON_L 103 

Reading_LS 54 NEED_LEARN_PRE_LESSON 59 

Speaking_LS 91 NEED_LEAN_PRE_LESSON_S 66 

Vocabulary_LS 124 NEED_LEAN_PRE_LESSON_W 12 

Writing_LS 39 NEED_LEN_PRONUNCIATION 7 

these English certificates according to each level, 
according to our survey conducted on various 
websites, official reference documents, and the 
organizations that organize these exams. Therefore, 
we followed the procedure outlined in Fig. 8 to 
produce a data set appropriate for the experimental 
and assessment phases. 

Steps 1 and 2: Data Collection and Processing: 
We gather information on English certification exam 
formats, knowledge matter, and evaluation standards 
from the official homepage of ETS, the British 
Council, and some standard documents about these 
exams. Convert this information into English lesson 
units, detailing certification levels, required 
competencies, and specific lessons in grammar, 
vocabulary, pronunciation, listening, speaking, 
reading, and writing. Transform the collected data 

into entities, relationships, and properties matching 
the KG architecture. 

Steps 3 and 4: Saving reprocessed data as a CSV 
file and importing it into Neo4j: Create CSV files 
containing entity and relationship data from step 2. 
Import these files into Neo4j using its import function 
to generate a comprehensive graph database schema 
aligned with the KG architecture. The number of 
entities and relationships in the KG architecture is 
presented in Table 3, and a part of the data set in the 
KG architecture is shown in Fig. 9. A full 
experimental dataset is now available on Kaggle. 

5.2 Experimental Results and 
Evaluation Findings 

Following the experimentation method outlined 
above, we discovered that all of the sets of weights 
tested indicated that the number of lessons was 
adequate to meet the necessary knowledge, skills, and 
lessons. Additionally, we discovered that the number 
of lessons—the number of prerequisite lessons that 
are redundant in the PLP recommended—remained 
unchanged in all four types of English qualification 
certificates. Simultaneously, the LP's evaluating 
function score tends to drop while the objectives' 
weights exhibit a significant value difference. This 
implies that when the objectives' weights are nearly 
equal, the best LP will be guaranteed when the 
optimal goals are deemed nearly equally important. 
Ultimately, we concluded that the set of weights {w1 
= 0.28, w2 = 0.27, w3 = 0.25, w4 = 0.2} is the most 
ideal one to employ for this solution since it fits the 
requirements of the evaluation function as in Eq. 4. 

As previously said, we compare the accuracy, 
efficiency, stability, and performance of the two 
approaches to the solution PR+LPA_NI and PR+LPA 
to assess our solution. Effectiveness is illustrated by 
presenting a PLP with scores from the evaluating 
function that conforms to the requirements in Eq. 4 
and has the lowest score. Accuracy is determined by 
the number of lessons in PLPs that are sufficient for 
the number of Competency types required, and the 
two values of this quantity must be smaller or 
equivalent to the number of entities in the Lesson and 
Competency classes in the original KG architecture. 
The constancy of the PLP output across several runs 
with the same input data is known as stability, and the 
suggested PLP is used to assess the performance.  

When it comes to efficiency, Fig. 10 demonstrates 
that the PLP's evaluating score recommended by the 
solution for implementation in the PR+LPA_NI or 
PR+LPA approach consistently satisfies Eq. 4, yet the 
PR+LPA_NI approach almost produces the optimal 
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Table 4: The percentage of Lesson entities that meet the Competency entities needed to learn in the recommended PLP. 

Type of 
Recommendation (1) 

Number of 
Competency 
entities required 
(2) 

Number of 
Lesson 
entities to 
learn (3)

Number of 
Lesson 
entities in 
PLP (4)

Number of 
Competency 
entities learned 
in PLP (5)

Competency entity 
rate is met  

(6) = (5)/ (2) 

Lesson entity 
rate is met  

(7) = (4)/ (3) 

TOEIC L-R (A1-C1) 12 198 161 11 91,67% 81,31%

TOEIC S-W (A1-C1) 12 161 124 11 91,67% 77,02%

IELTS (A1-C2) 20 309 272 19 95% 88,03%

TOEFL (A1 – C2) 16 148 111 15 93,76% 75% 
 

 
Figure 10: Evaluation scores of the recommend PLP on two 
algorithms. 

 
Figure 11: Execution time when executing on two 
algorithms for making PLP in “IELTS - C2”. 

PLP evaluating score when compared to PR+LPA. 
Simultaneously, we examine the example with input 
data for the "IELTS-C2" certificate to recommend 
PLP to learners, as illustrated in Fig. 11. The solution 
implemented using the PR+LPA_NI approach yields 
the PLP evaluation function score nearly unchanged 
through multiple executions with the same input data 
in comparison to the PR+LPA approach, and the 
outcomes are also comparable when applied to other 
certificate types. Moreover, Fig. 12 indicates that 
PLP, as recommended by the PR+LPA_NI technique, 

 
Figure 12: Results when executed on two algorithms in 
multiple executions. 

 
Figure 13: Number of lessons and competencies in PLP of 
PR+LPA_NI solution. 

has an approximately faster execution time than 
PR+LPA. Finally, when considering accuracy, based 
on Fig. 13 and Table 4, the solution proposed when 
developed in the direction of PR+LPA_NI or the 
PR+LPA approach all recommends being PLP for the 
proportion of Lesson entities almost learning enough 
for the required Competency entities, and the number 
of entities is smaller than the number of original KG.  

Overall, the solution developed as a PR+LPA_NI 
approach route better met assessment requirements 
than the PR+LPA approach. 
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6 CONCLUSIONS  

Our work developed a comprehensive solution for 
recommending PLPs in the English learning domain. 
First, we designed a KG architecture to represent key 
concept layers and their relationships for learning 
resources in international English certifications. 
Next, we utilized GAs and objective optimization 
techniques to generate the most suitable personalized 
learning paths. Through rigorous assessment and 
testing, our solution has proven to effectively 
generate PLPs that meet established evaluation 
standards and align with learners' consultation needs. 
To assist learners in completing their learning 
program as quickly and effectively as possible, future 
research will concentrate on developing an adaptive 
LP recommendation system (I. Katsaris, 2021) that 
modifies the original PLP in real-time after a 
predetermined amount of time by improving 
algorithms or technical processes for processing 
learners' learning progress data. 

ACKNOWLEDGEMENTS 

This research is partially supported by research 
funding from the Faculty of Information Technology, 
University of Science, VNU-HCM, Vietnam.  

This research is funded by University of Science, 
VNU-HCM, Vietnam under grant number CNTT 
2023-15. 

This research is partially funded by the Vingroup 
Innovation Foundation (VINIF) under the grant 
number VINIF.2021.JM01.N2. 

REFERENCES 

Guo et al. (2020). A survey on knowledge graph-based 
recommender systems. IEEE Trans. Knowl. Data Eng., 
34(8), 3549-3568. 

Mansouri, N., Soui, M., & Abed, M. (2023, Sept). Full 
Personalized Learning Path Recommendation: A 
Literature Review. In AISI (pp. 185-195). Springer. 

Ilyosovna, N. A. (2020). The importance of English 
language. International Journal on Orange 
Technologies, 2(1), 22-24. 

Dyvik, E. (2023). The most spoken languages worldwide 
2023. Statista. Retrieved. 

Fan, X., Liu, K., Wang, X., & Yu, J. (2023). Exploring 
mobile apps in English learning. Journal of Education, 
Humanities and Social Sciences, 8, 2367-2374. 

Hodler, A. E., & Needham, M. (2022). Graph data science 
using Neo4j. In Massive Graph Analytics (pp. 433-
457). Chapman and Hall/CRC. 

Shi, D., Wang, T., Xing, H., & Xu, H. (2020). A learning 
path recommendation model based on a 
multidimensional knowledge graph. Knowledge-Based 
Systems, 195, 105618. 

Huang, X. (2011). Study of personalized E-learning system 
based on knowledge structural graph. Procedia 
Engineering, 15, 3366-3370. 

Zhang, X., Liu, S., & Wang, H. (2023). Personalized 
learning path recommendation based on knowledge 
graph and graph convolutional network. Int. J. Software 
Eng. Knowl. Eng., 33(01), 109-131. 

Yin, H., Sun, Z., Sun, Y., & Huang, G. (2021). Automatic 
learning path recommendation for open-source projects 
using deep learning on knowledge graphs. In 2021 
IEEE 45th Annual COMPSAC, pp. 824-833. 

Sun, Y., Liang, J., & Niu, P. (2021). Personalized 
recommendation of English learning based on 
knowledge graph and graph convolutional network. In 
ICAI Security (pp. 157-166). Springer. 

Sun, F., Yu, M., Zhang, X., & Chang, T. W. (2020). A 
vocabulary recommendation system based on 
knowledge graph for Chinese learning. In 2020 IEEE 
20th ICALT (pp. 210-212). 

Chen, H., Yin, C., Fan, X., Qiao, L., Rong, W., & Zhang, 
X. (2021). Learning path recommendation for MOOC 
platforms based on a knowledge graph. In KSEM 2021 
(Vol. 14, pp. 600-611). Springer. 

Yan, Z., Hongle, D., Lin, Z., & Jianhua, Z. (2023). 
Personalization exercise recommendation framework 
based on knowledge concept graph. Computer Science 
& Information Systems, 20(2). 

Huang, S., Cheng, J., & Wu, H. (2014). Temporal graph 
traversals: Definitions, algorithms, and 
applications. arXiv preprint arXiv:1401.1919. 

Turan, E., Arslan, E., Tülü, Ç., & Orhan, U. (2020). A 
comparison of graph centrality algorithms for semantic 
distance. Lapseki Meslek Yüksekokulu Uygulamalı 
Araştırmalar Dergisi, 1(2), 61–70. 

Zhang, X. K., Ren, J., Song, C., Jia, J., & Zhang, Q. (2017). 
Label propagation algorithm for community detection. 
Physics Letters A, 381(33), 2691-2698. 

Gunantara, N. (2018). A review of multi-objective 
optimization: Methods and its applications. Cogent 
Engineering, 5(1), 1502242. 

Čížková, K. (2022). Comparing two community detection 
algorithms and their applications on human brains. 

North, B., & Piccardo, E. (2019). Developing new CEFR 
descriptor scales and expanding the existing ones. 
Zeitschrift Fremdsprachenforschung, 30(2), 142-160. 

Katsaris, I., & Vidakis, N. (2021). Adaptive e-learning 
systems through learning styles: A review of the 
literature. Advances in Mobile Learning Educational 
Research, 1(2), 124-145. 

Nabizadeh, A. H., Leal, J. P., Rafsanjani, H. N., & Shah, R. 
R. (2020). Learning path personalization and 
recommendation methods: A survey of the state-of-the-
art. Expert Systems with Applications, 159, 113596. 

A Knowledge Map Mining-Based Personalized Learning Path Recommendation Solution for English Learning

59



Positive-Unlabeled Learning Using Pairwise Similarity and Parametric
Minimum Cuts

Torpong Nitayanont a and Dorit S. Hochbaum b

Department of Industrial Engineering and Operations Research, University of California, Berkeley, CA, U.S.A.
torpong nitayanont@berkeley.edu, dhochbaum@berkeley.edu

Keywords: Positive-Unlabeled Learning, Binary Classification, Pairwise Similarity, Parametric Minimum Cut.

Abstract: Positive-unlabeled (PU) learning is a binary classification problem where the labeled set contains only posi-
tive class samples. Most PU learning methods involve using a prior π on the true fraction of positive samples.
We propose here a method based on Hochbaum’s Normalized Cut (HNC), a network flow-based method, that
partitions samples, both labeled and unlabeled, into two sets to achieve high intra-similarity and low inter-
similarity, with a tradeoff parameter to balance these two goals. HNC is solved, for all tradeoff values, as
a parametric minimum cut problem on an associated graph producing multiple optimal partitions, which are
nested for increasing tradeoff values. Our PU learning method, called 2-HNC, runs in two stages. Stage 1
identifies optimal data partitions for all tradeoff values, using only positive labeled samples. Stage 2 first ranks
unlabeled samples by their likelihood of being negative, according to the sequential order of partitions from
stage 1, and then uses the likely-negative along with positive samples to run HNC. Among all generated parti-
tions in both stages, the partition whose positive fraction is closest to the prior π is selected. An experimental
study demonstrates that 2-HNC is highly competitive compared to state-of-the-art methods.

1 INTRODUCTION

Positive-unlabeled (PU) learning is a variant of bi-
nary classification where labeled samples only come
from the positive class. Each unlabeled sample could
either belong to the positive or negative class. PU
learning is related to the one-class learning problem
in which the model is trained solely on the positive
labeled set, but unlabeled samples are not utilized
(Khan and Madden, 2014). PU learning is also related
to semi-supervised learning, where unlabeled sam-
ples are used in addition to the labeled set of samples
from both classes, giving better performances than
one-class learning methods (Lee and Liu, 2003; Li
et al., 2010). PU learning is a special case of semi-
supervised learning where no negative labeled sam-
ples are provided.

PU learning arises in contexts where negative
samples are difficult to verify or obtain, and when the
absence of positive label does not always imply that
the sample is negative. In personalized advertising (Yi
et al., 2017; Bekker and Davis, 2020), each advertise-
ment that is clicked is a positive sample. However, an

a https://orcid.org/0009-0002-6976-1951
b https://orcid.org/0000-0002-2498-0512

unclicked advertisement is regarded as unlabeled as it
could either be uninteresting (negative) or interesting
but overlooked (positive). In the identification of ma-
lignant genes (Yang et al., 2012; Yang et al., 2014a),
a limited set of genes have been verified to cause dis-
eases (positive) while many other genes have not been
evaluated (unlabeled). Other domains include fake re-
views detection (Li et al., 2014; Ren et al., 2014) and
remote sensing (Li et al., 2010).

A natural way to deal with the absence of negative
labeled samples is to identify unlabeled samples that
are likely negative, and train a traditional classifier us-
ing the positive labeled set and the likely-negative un-
labeled set (Liu et al., 2002; Li and Liu, 2003). An-
other common approach is to train a classifier on a
modified risk estimator, in which each unlabeled sam-
ple can be regarded as positive and negative with dif-
ferent weights. This idea has been adopted in differ-
ent learning methods such as neural network models
(Du Plessis et al., 2014; Du Plessis et al., 2015; Kiryo
et al., 2017), and random forest (Wilton et al., 2022)
with a modified impurity function. Most of these
methods rely on the prior information of the fraction
of positive samples, π, in the dataset.

The method that we propose here is based on a
network flow-based method called Hochbaum’s Nor-
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malized Cut (HNC) (Hochbaum, 2010). HNC par-
titions samples into two sets to achieve high intra-
similarity within sets and low inter-similarity between
the two, with a tradeoff parameter that balances the
two goals. The problem was shown in (Hochbaum,
2010) to be solved, for all values of the tradeoff pa-
rameter, as a minimum cut problem on an associated
graph. This method was previously used as in binary
classification where both positive and negative la-
beled samples are available (Yang et al., 2014b; Bau-
mann et al., 2019). HNC is applicable in PU learning
since it does not require labeled samples from both
classes. Moreover, it makes use of unlabeled sam-
ples through their similarities with labeled samples
and among themselves, making it advantageous when
labeled data is limited.

As a transductive method, HNC predicts labels
only for the given unlabeled samples. This is differ-
ent from inductive methods that make predictions for
any unlabeled samples, whether they are the given un-
labeled samples, or unseen, separate set of unlabeled
samples. Indeed, HNC can be extended and used as
an inductive classifier.

The main contribution of this work is a new
method for PU learning that utilizes the unique fea-
tures of HNC in two stages, called 2-HNC. Stage 1
generates multiple partitions of data samples, corre-
sponding to different tradeoff values, efficiently, with
a parametric cut procedure. We infer from the se-
quence of partitions in stage 1 the likelihood of unla-
beled samples to be negatively labeled. Based on this,
stage 2 generates a set of likely-negative unlabeled
samples and apply HNC using both the positive sam-
ples and the likely-negative samples. Among all parti-
tions generated in both stages, the one whose fraction
of positive samples is closest to the given prior π is
selected as the prediction for unlabeled samples.

Additional and independent contribution here is
the method of extracting likely-negative samples from
the unlabeled set using results of stage 1. This method
has potential uses in settings other than PU learning.
Another contribution of this work is the consideration
of the intra-similarities of both positive and negative
prediction sets, in data partitioning. This is in con-
trast to past uses of HNC, such as in (Baumann et al.,
2019; Spaen et al., 2019; Ası́n Achá et al., 2020),
where the scenario considered was to maximize the
intra-similarity of the positive prediction set only.

We show via experiments on real data that 2-
HNC outperforms leading methods, which include
two standard benchmarks, uPU (Du Plessis et al.,
2014; Du Plessis et al., 2015) and nnPU (Kiryo et al.,
2017), as well as a recent state-of-the-art tree-based
method, PU ET (Wilton et al., 2022).

2 RELATED WORKS

The main challenge of PU learning is the lack of neg-
ative labeled samples. A number of methods utilize a
preprocessing step to identify a set of unlabeled sam-
ples that are likely to be negative prior to training
a traditional binary classifier. For instance, the Spy
technique (Liu et al., 2002) selects a few positive la-
beled samples as spies and include them in the unla-
beled set, all of which are treated as negative. With a
binary classifier trained on this data, unlabeled sam-
ples with lower posterior probability than the spies are
considered likely to be negative. The Rocchio method
(Li and Liu, 2003) marks unlabeled samples that are
closer to the centroid of unlabeled samples than that
of positive labeled samples as likely negative. (Lu and
Bai, 2010) used Rocchio to also expand the positive
labeled set when a small labeled set is given.

Another common approach in recent works is to
train a model based on an empirical risk estimator,
modified in the context of PU learning. (Du Plessis
et al., 2014; Du Plessis et al., 2015) proposed uPU, an
unbiased risk estimator for PU data on which neural
network models are trained. (Kiryo et al., 2017) miti-
gates the overfitting nature of uPU via a non-negative
risk estimator in their state-of-the-art method known
as nnPU. There are also works on other classifiers,
besides deep learning models, that apply this simi-
lar idea such as a random forest model called PU ET
(Wilton et al., 2022), in which the impurity function
is modified for PU data. PU ET gives competitive
results, especially on tabular data type where deep
learning PU methods are not always effective.

There are methods, other than the above, which
rely on pairwise similarities between samples. In la-
bel propagation method of (Carnevali et al., 2021), a
graph representation of the data is constructed with
edge weights that reflect pairwise similarities. The
likelihood of being negative for each unlabeled sam-
ple is inferred based on its shortest path distance
on the graph to the positive labeled set. Labels are
then propagated from the positive and likely-negative
unlabeled samples to the remaining unlabeled ones.
(Zhang et al., 2019) presented a maximum margin-
based method that penalizes similar samples that are
classified differently. While methods like (Carnevali
et al., 2021; Zhang et al., 2019) utilize graph repre-
sentation of the data as well as pairwise similarities,
a network-flow based approach, which is a closely re-
lated area, has never been utilized in PU learning.

Hochbaum’s Normalized Cut or HNC
(Hochbaum, 2010) has been used in binary classi-
fication, where labeled samples from both classes
are given. It was shown to be competitive in many
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applications (Baumann et al., 2019; Spaen et al.,
2019; Yang et al., 2014b). In this work, we devise
a variant of HNC for PU learning, called 2-HNC.
We compare 2-HNC to the following benchmarks:
uPU (Du Plessis et al., 2014), nnPU (Kiryo et al.,
2017) and PU ET (Wilton et al., 2022). uPU and
nnPU are selected as standard PU learning bench-
marks. nnPU exhibited competitive performance
consistently, mostly on image and text data. PU ET, a
recent state-of-the-art method, demonstrated leading
performance, particularly on tabular data where it
outperformed deep learning models. Similar to most
PU methods, the fraction of positive samples in the
data, or π, is given as a prior information for 2-HNC
and the benchmark methods.

3 PRELIMINARIES, NOTATION
AND HNC

3.1 Notations

Given a dataset V with a set of positive labeled sam-
ples L+ and a set of unlabeled samples U , which is a
mixture of positive and negative samples, the goal is
to predict the label, or class, of each sample in U . We
formalize the PU-learning task as a graph problem.

Let the directed graph G = (V,A) represent the
data with V , the set of vertices that corresponds to
samples in the data, and A = {(i, j)|i, j ∈V, i ̸= j} the
set of arcs that connect each sample pair. Arcs (i, j)
and ( j, i) that connect i and j carry the same capacity
weight wi j, which reflects the symmetry of pairwise
similarity of i and j.

3.2 Hochbaum’s Normalized Cut
(HNC)

Given a dataset, with the set of samples V and pair-
wise similarities wi j for i, j ∈ V , the goal of HNC
is to find a partition of V to two non-empty sets S
and S̄ that optimizes the tradeoff between two ob-
jectives: high intra-similarity within the set S and
small inter-similarity between S and its complement
S̄. We denote their inter-similarity by C(S, S̄), defined
as ∑i∈S, j∈S̄ wi j. The intra-similarity within S is de-
fined as C(S,S) = ∑i, j∈S,i< j wi j. HNC, with a tradeoff
parameter µ≥ 0, is the following problem:

(HNC+) minimize
∅⊂S⊂V

C(S, S̄)−µ C(S,S) (1)

Because of the symmetry between S and S̄, the
problem can be alternatively presented for the trade-

off between the intra-similarity within S̄ and the inter-
similarity between it and its complement.

(HNC-) minimize
∅⊂S⊂V

C(S, S̄)−µ C(S̄, S̄) (2)

One might consider a variant of HNC that incor-
porates both intra-similarities, C(S,S) and C(S̄, S̄), as
a more generalized version of both HNC+ (1) and
HNC- (2). This variant, with two tradeoff weights
α≥ 0 and β≥ 0, is given as problem (3) below.

minimize
∅⊂S⊂V

C(S, S̄)−α C(S,S)−β C(S̄, S̄) (3)

However, as proved in the next lemma, problem (3)
is equivalent to either HNC+ or HNC-, depending on
the relative values of α and β.

Lemma 3.1. Problem (3) is equivalent to HNC+ (1)
when α ≥ β for µ = α−β

1+β , and is equivalent to HNC-

(2) when α < β for µ = β−α
1+α .

Proof. C(V,V ) is a constant, which we denote by WV ,
and is equal to C(S, S̄) +C(S,S) +C(S̄, S̄) for any
nonempty S ⊂ V . Hence, the objective function of
(3) can be written as C(S, S̄)− α C(S,S)− β(WV −
C(S, S̄)−C(S,S)) = (1+β)(C(S, S̄)− α−β

1+β C(S,S))−
βWV . Minimizing this function is equivalent to solv-
ing (1) with the tradeoff µ = α−β

1+β ≥ 0 when α≥ β.
Alternatively, the objective function of (3) can

be written as C(S, S̄)−α(WV −C(S, S̄)−C(S̄, S̄))−
β C(S̄, S̄) = (1 + α)(C(S, S̄) − β−α

1+αC(S,S)) − αWV .
Hence, minimizing this objective is equivalent to
solving (2) with µ = β−α

1+α ≥ 0 when α < β.

Therefore, instead of solving (3) where the two
intra-similarities are shown explicitly, it is sufficient
to consider either HNC+ or HNC- depending on
whether we put more weight on the intra-similarity
of S, or of S̄. We note that in prior applications of
HNC to binary classification, e.g. (Yang et al., 2014b;
Baumann et al., 2019), the model was the one that
considered the intra-similarity in S only, as in HNC+.

Applying HNC in binary classification, when la-
beled samples from both classes are given, the goal
is to partition a data that consists of the positive and
negative labeled sets, L+ and L−, as well as the unla-
beled set, U , into S and S̄, and predict the labels of un-
labeled samples in U accordingly. In previous works,
e.g. (Yang et al., 2014b; Baumann et al., 2019), the la-
beled sets are used as seeds and either HNC+ or HNC-
is solved with the restriction that L+ ⊆ S ⊆ V \ L−.
Unlabeled samples in the optimal S∗ and S̄∗ are pre-
dicted positive and negative, respectively.
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4 2-HNC: A TWO-STAGE
METHOD FOR PU LEARNING

In this section, we describe the 2-HNC method where
HNC is applied in two stages in PU learning where
only the positive labeled set L+ and the unlabeled set
U are given. We then show how the optimization
problems in 2-HNC are solved as parametric mini-
mum cut problems on associated graphs.

4.1 2-HNC for PU Learning

The 2-HNC method consists of two stages. In stage 1,
we solve HNC- using only the given positive labeled
set. In stage 2, we utilize the likely-negative samples
extracted from the unlabeled set based on the result of
the first stage, prior to solving HNC+ using both the
positive labeled set and the likely-negative set. The
output solution is the one data partition, among those
that were generated in both stages, that has the frac-
tion of positive samples closest to the ratio π, given as
prior.

4.1.1 Stage 1: Solving HNC- with Positive
Labeled Samples

The given positive labeled set L+ is used as the seed
set for the set S in HNC+ and HNC-. Since no nega-
tive labeled samples are provided, L− =∅, that is, no
seed sample is required to be in S̄. The seed set con-
straint imposed on HNC+ and HNC- is then L+ ⊆ S.

Without a seed set for S̄, HNC+ is not well
defined: the optimal solution to HNC+ is always
(S∗, S̄∗) = (V,∅) for any tradeoff µ ≥ 0. That is,
HNC+ has only the trivial solution in which all un-
labeled samples are predicted to be positive. HNC+,
however, will be used in stage 2 when likely-negative
samples are available.

On the other hand, HNC- , with only positive la-
beled samples, gives non-trivial data partitions for
various values of the tradeoff parameter.

The optimal data partition for HNC- is depen-
dent on the tradeoff µ. We solve HNC-, under
the constraint L+ ⊆ S, for all tradeoff µ ≥ 0 as a
parametric minimum cut problem on an associated
parametric graph. For µ = 0, the optimal parti-
tion (S∗, S̄∗) is (V,∅). As µ increases, the opti-
mal partition gradually changes, for some µ, until µ
reaches a sufficiently large value, at which (S∗, S̄∗)
is (L+,V\L+). The result of the associated paramet-
ric minimum cut problem is a sequence of data par-
titions: (S∗1, S̄

∗
1),(S

∗
2, S̄
∗
2), . . . ,(S

∗
q, S̄
∗
q), that correspond

to increasing values of µ. Here, q is the number of
different partitions in the parametric minimum cut so-

lution, and can be different for different data. This se-
quence of partitions for increasing values of µ, in fact,
is nested. That is, S̄∗1 ⊆ S̄∗2 ⊆ ·· · ⊆ S̄∗q. We discuss
the procedure of solving HNC- as a parametric mini-
mum cut problem, as well as the nested cut property
in Section 4.2. Stage 1 ends here with the data par-
tition sequence, that is the optimal solution to HNC-
for different tradeoff values, as an output.

4.1.2 Stage 2: Solving HNC+ with Positive
Labeled Samples and Likely-Negative
Unlabeled Samples

Solving HNC- in stage 1 does not require negative la-
beled samples and gives us, for each tradeoff µ, a par-
tition of data samples into the positive prediction set
S∗ and the negative prediction set S̄∗. However, HNC-
only considers the scenario where the intra-similarity
of the negative prediction set S̄ is given higher im-
portance than that of the positive prediction set S.
Here, we consider HNC+, before combining the re-
sults from both stages as a final step of 2-HNC.

To handle the issue of HNC+ being ill-defined in
the absence of the negative labeled set, as discussed
in Section 4.1.1, we add to the problem the seeds for
S̄. We select the set of samples that are likely to be
negative, or LN , from the unlabeled set U as the seed
set for S̄. The random sampling procedure to form LN ,
called SelectNeg, is based on the results of stage 1.

SelectNeg takes as input the sequence of optimal
data partitions (S∗1, S̄

∗
1),(S

∗
2, S̄
∗
2), . . . ,(S

∗
q, S̄
∗
q), which

are the results of solving HNC- for all µ ≥ 0, for in-
creasing values of µ, in stage 1. The nested sequence
S̄∗1⊆ S̄∗2⊆ ·· · ⊆ S̄∗q starts from S̄∗1 =∅ and expands un-
til S̄∗q = V\L+, which is the largest possible since we
require L+ to be in S∗q. The implication of the nested-
ness is that, for an unlabeled sample that is predicted
negative for a particular µ, it is also predicted negative
for any larger value of µ.

We consider unlabeled samples that belong to the
negative prediction set S̄∗ for small µ as likely to be
negative. As µ increases from zero, these samples
are predicted negative before other unlabeled sam-
ples. Formally, for an unlabeled sample i ∈ U , we
denote qi = max{γ | i ∈ S∗γ} as the index of the last
partition in the sequence where sample i is still in
the positive prediction set. η(i) = |S∗qi

| is the num-
ber of samples that are predicted negative at the same
or larger values of tradeoff µ. A large η(i) implies that
sample i is more likely to be predicted negative than a
large number of samples. In our sampling method Se-
lectNeg, the probability that unlabeled sample i is se-
lected as likely-negative is η(i)/∑ j∈U η( j). The num-
ber of likely-negative samples to be selected, or the
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size of the set LN , is chosen in this work to be equal
to the number of the positive labeled samples, |L+|.

Once the likely-negative set LN is formed, we use
the positive labeled set L+ and the likely-negative set
LN as the seed sets for S and S̄, respectively, and solve
HNC+ with the seed set constraint L+ ⊆ S ⊆ V\LN .
As a result, the output from stage 2 is another se-
quence of data partitions, which are the optimal so-
lutions to HNC+ for all nonnegative tradeoff µ.

4.1.3 Combining Results from Both Stages

Among all data partitions generated in both stages, we
select the partition whose positive fraction, computed
as |S

∗|
|V | for a partition (S∗, S̄∗), is closest to the prior π.

Unlabeled samples in S∗ of the selected partition are
predicted positive, and those in S̄∗ negative.

4.2 Solving Parametric Minimum Cut
Problems in 2-HNC

We mentioned in the previous subsection that 2-HNC
involves solving HNC+ and HNC- as parametric min-
imum cut problems on associated graphs. We first ex-
plain how the two problems are solved for a single
tradeoff µ ≥ 0 as minimum cut problems, in Subsec-
tion 4.2.1. In 2-HNC, we solve them for all tradeoffs
µ≥ 0, prior to selecting one partition from all that are
generated. We describe how this is done as parametric
minimum cut problems in Section 4.2.2. The nested
cut property of the partition sequence as a result of
stage 1 is also discussed here.

4.2.1 Solving HNC+ and HNC- for a Tradeoff
Parameter µ as a Minimum Cut Problem

HNC+ and HNC- are special cases of monotone inte-
ger programs, (Hochbaum, 2002; Hochbaum, 2021),
and as such can be solved as a minimum cut prob-
lem on an associated graph, which is a mapping from
the integer programming formulation of both prob-
lems (Hochbaum, 2010). This is because any mono-
tone integer programming problem can be solved as
a minimum cut problem on an associated graph, the
construction of which is a mapping from the formula-
tion (Hochbaum, 2002; Hochbaum, 2021).

Using the standard formulations of HNC+ and
HNC-, in the associated graph, there is a node for each
sample, and a node for each pair of samples. As a re-
sult, the size of this graph is quadratic in the size of the
data. However, there are alternative formulations that
are “compact”, (Hochbaum, 2010), in that the associ-
ated graph has number of nodes equal to the number
of samples, |V |, only. The alternative formulations are

shown for HNC+ and HNC- in the following lemma.

Lemma 4.1. HNC+ is equivalent to the following
problem:

minimize
∅⊂S⊂V

C(S, S̄)− λ ∑
i∈S

di (4)

and HNC- is equivalent to

minimize
∅⊂S⊂V

C(S, S̄)− λ ∑
i∈S̄

di (5)

where λ = µ
µ+2 and di = ∑ j∈V\{i}wi j for i ∈V .

Proof. C(S,S) = ∑i, j∈S,i< j wi j = 1
2 ∑i∈S ∑ j∈S\{i}wi j

since wi j = w ji. ∑i∈S ∑ j∈S\{i}wi j =

∑i∈S(∑ j∈V\{i}wi j − ∑ j∈S̄ wi j) = ∑i∈S di − C(S, S̄).
Hence, C(S,S) = 1

2 (∑i∈S di−C(S, S̄))
We rewrite the objective of HNC+ as C(S, S̄)−

µ
2 (∑i∈S di−C(S, S̄)) = (1+ µ

2 )(C(S, S̄)− µ
µ+2 ∑i∈S di).

Hence, HNC+ can be solved by minimizing (4):
C(S, S̄)− λ∑i∈S di, with λ = µ

µ+2 . The equivalence
of HNC- and (5) can be shown similarly by rewriting
C(S̄, S̄) in HNC- as 1

2 (∑i∈S̄ di−C(S, S̄)).

When both labeled sets L+ and L− are given, the
seed set constraint is L+⊆ S⊆V\L−. Under this con-
straint, the solution to HNC+ for a tradeoff µ, which
is now solved via (4) with a tradeoff λ = µ

µ+2 , is ob-
tained from the minimum cut solution of the associ-
ated graph, G+

st (λ). Let ({s} ∪ S∗,{t} ∪ S̄∗) denote
the minimum cut solution of G+

st (λ). Then, (S∗, S̄∗) is
the optimal solution to HNC+. The proof provided in
(Hochbaum, 2010) is omitted here.

The construction of G+
st (λ) for (4), with the con-

straint L+ ⊆ S⊆V\L−, is illustrated in Figure 1a and
described as follows: We add to graph G, described in
Section 3.1, source node s and sink node t, and con-
nect s to all nodes of samples in L+ with arcs of infi-
nite capacity. Similarly, nodes in L− are connected to
t with arcs of infinite capacity. In addition, all unla-
beled sample nodes, i ∈V\(L+∪L−), or equivalently
i ∈U , have arcs from s to i of capacity λdi.

Let ({s}∪S∗,{t}∪ S̄∗) be the minimum cut solu-
tion of G+

st (λ), then we predict unlabeled samples in
S∗ are positive, and those in S̄∗ negative.

HNC- may also be used for binary classification
and can be solved similarly, via (5) for a tradeoff
λ = µ

µ+2 , as a minimum cut problem on the associ-
ated graph, G−st (λ), illustrated in Figure 1b. The only
difference between G+

st (λ) and G−st (λ) is that, in the
latter, each i ∈ V\(L+ ∪L−) is connected to t, rather
than s, with capacity of λdi.

In PU learning, negative labeled samples are not
given and therefore L− = ∅. HNC+ and HNC- in
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(a) Graph G+
st (λ) for solving HNC+ with the constraint

L+ ⊆ S⊆V\L−.

(b) Graph G−st (λ) for solving HNC- with the constraint
L+ ⊆ S⊆V\L−.

Figure 1: Associated graphs with HNC+ and HNC- formu-
lations, when labeled samples from both classes are given.
Nodes in the middle, outside the blue and yellow shaded ar-
eas, correspond to unlabeled samples in U .

this context are then solved, for a tradeoff λ, as mini-
mum cut problems on the graphs in Figure 2a and 2b,
which are G+

st (λ) and G−st (λ) where L− = ∅. As ex-
plained in Section 4.1.1, HNC+, with L− = ∅, has a
trivial solution for all λ ≥ 0. This is also reflected in
the minimum cut of G+

st (λ) (Figure 2a) with L− =∅,
which is ({s}∪V,{t}), as t is disconnected from other
nodes. Hence, in stage 1, we solve only HNC- us-
ing the graph G−st (λ) in Figure 2b. Once the likely-
negative samples are used as seed samples in stage 2
(Section 4.1.2), HNC+ can be solved using the graph
G+

st (λ) in Figure 1a.

4.2.2 Solving HNC+ and HNC- for All Tradeoff
Values with a Parametric Minimum Cut
Procedure

Graphs G+
st (λ) and G−st (λ) are parametric flow net-

works in that the capacities of source-adjacent and
sink-adjacent arcs ((s, i) and (i, t) for i∈V ) are mono-
tone non-increasing and non-decreasing with the pa-
rameter value (λ), or vice versa. For instance, G+

st (λ)
in Figure 1a, has source-adjacent capacities that can
only increase with λ, and sink-adjacent capacities that
are fixed. The minimum cuts in a parametric flow

(a) Graph G+
st (λ) for solving HNC+ with the constraint

L+ ⊆ S, when L− =∅.

(b) Graph G−st (λ) for solving HNC- with the constraint
L+ ⊆ S, when L− =∅.

Figure 2: Graphs on which we solve HNC+ and HNC- as
minimum cut problems, in PU learning where negative la-
beled samples are not provided.

network are solved for all values of the parameter in
the complexity of a single minimum cut procedure us-
ing the parametric cut (flow) algorithm, (Gallo et al.,
1989; Hochbaum, 1998; Hochbaum, 2008). The first
is based on the push-relabel algorithm, and the latter
two on the HPF (pseudoflow) algorithm.

For our method, 2-HNC, HNC- with no negative
seed for S̄ (L− = ∅) and HNC+ with the seed set
L− = LN for S̄ are solved for all nonnegative trade-
off λ in stage 1 and 2, respectively, with a parametric
cut procedure.

In stage 1, HNC- with L− = ∅ is solved on the
parametric graph G−st (λ) in Figure 2b. As explained
in Section 4.1.1, the result is a sequence of minimum
cuts, or data partitions, for increasing values of µ (and
also λ), with the nestedness property that motivates
how we select likely-negative samples.

Nested Cut Property. (Gallo et al., 1989;
Hochbaum, 1998; Hochbaum, 2008): Given a para-
metric flow graph G(λ), where, as the parameter λ
increases, the capacities of the source-adjacent, sink-
adjacent and other arcs are non-increasing, non- de-
creasing and constants, respectively, and a sequence
of values λ1 < λ2 . . . < λq, then the corresponding
minimum cut partitions, (S∗1, S̄

∗
1),(S

∗
2, S̄
∗
2), . . . ,(S

∗
q, S̄
∗
q),
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satisfy S̄∗1 ⊆ S̄∗2 ⊆ ·· · ⊆ S̄∗q.

Since the parametric graph G−st (λ), in Figure 2b,
is a parametric flow graph, it follows that the nested
cut property applies. Let the sequence of parti-
tions according to the parametric minimum cut of
G−st (λ) for increasing λ, λ1 < λ2 . . . < λq, be (S∗1, S̄

∗
1),

(S∗2, S̄
∗
2), . . . ,(S

∗
q, S̄
∗
q). It follows that S̄∗1 ⊆ S̄∗2 ⊆ ·· · ⊆

S̄∗q. This nested data partitions sequence, that is the
output of stage 1, is then used in stage 2 (Section
4.1.2) to find the likely-negative set, LN . An exam-
ple of the nested sequence is shown in Figure 3.

At the end of stage 2, we obtain the predictions of
unlabeled samples by selecting one partition, from all
partitions that are generated in stage 1 and 2, whose
positive fraction is closest to the prior π.

A general drawback of using minimum cut in very
dense graphs is that the solution tends to not favor
“balanced” partitions. In a balanced partition, there is
a constant fraction f < 1 of nodes on one side, and
the number of edges between the two sets in the parti-
tion is f n(1− f )n, which is O(n2). In that case, even
if many edges in the partition have small capacities,
their sheer number makes the capacity of such cuts
much higher than cuts that contain a small number of
nodes on one side. In the graphs we study, all pairwise
similarities are evaluated. Therefore, such graphs are
complete and dense. The standard approach to ob-
taining meaningful cut partitions is to apply graph
sparsification. There are many approaches for graph
sparsification in the context of semi-supervised learn-
ing, as studied by (de Sousa et al., 2013). Among the
approaches evaluated therein, we select the method
that was shown to give the best performance, which
is the k-nearest neighbor (kNN) sparsification (Blum
and Chawla, 2001) where samples i and j are con-
nected only if i is among the k nearest neighbors of
j, or vice versa. This results in a graph representa-
tion G = (V,E) where E is the set of similar samples
according to the kNN sparsification.

5 IMPLEMENTATION OF 2-HNC

This section includes the specification of several im-
plementation details. First, we give a brief descrip-
tion of the parametric minimum cut solver used in this
work. Second, we describe the choice of k in the k-
nearest neighbor graph sparsification method, as men-
tioned in the previous section. Finally, we specify the
pairwise similarity measure between pairs of samples.

5.1 Parametric Minimum Cut Solver

Solving HNC, via (4) and (5), for all nonnegative
tradeoff λ as a parametric minimum cut problem can
be done using the pseudoflow algorithm, given by
(Hochbaum, 2008) as a fully parametric minimum cut
solver that identifies all tradeoff values where opti-
mal partitions change as the tradeoff increases. In
this work, we use an implementation1 of the pseud-
oflow algorithm that is a simple parametric mini-
mum cut solver. It takes as input the list of val-
ues of λ for which we solve for the minimum cut
of G+

st (λ) and G−st (λ). The λ values we use are
{0,0.001,0.002, . . . ,0.500}. The simple parametric
minimum cut solver finds the minimum cuts for all
the listed λ values, efficiently, in the complexity of a
single minimum cut procedure.

5.2 Graph Sparsification

As described in Section 4.2.2, we apply the kNN spar-
sification to G+

st (λ) and G−st (λ) on which we solve
the parametric minimum cut problem. For each data,
we use multiple values of k and find the partitions
for all of them prior to selecting one for the predic-
tion. For data of size less than 10000, we use k ∈
{5,10,15,20,25}. For larger data, we use k∈ {5,10}.

The procedure to select a data partition from those
generated by all k’s is as follows: For each k, we find
the parametric minimum cut on the kNN-sparsified
graph and select the partition whose positive fraction
is closest to π as the candidate partition. Among the
candidate partitions from all k, we choose the one
with the largest k that has its positive fraction within
2% from π. Larger k is preferred since it maintains
more pairwise information. If no candidate partition
has positive fraction within 2% from π, we choose the
one with the fraction closest to π.

Here, only smaller values of k are evaluated on
large data. This is because, as discussed in Section
4.2.2, large datasets, with dense graph representa-
tion, often have highly unbalanced cuts. These large
datasets benefit from a higher degree of sparsification.
Hence, smaller k’s are applied.

5.3 Pairwise Similarity Computation

Given H-dimensional vector representations of sam-
ples i and j, xi,x j ∈ RH , we compute their distance
di j as a Euclidean distance between xi and x j. The
pairwise similarity wi j is then computed using the

1https://riot.ieor.berkeley.edu/Applications/Pseudoflo
w/parametric.html
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Figure 3: An example of a nested sequence of data partitions as a result of solving the parametric minimum cut problem in
stage 1 of 2-HNC, illustrated on the graph G−st (λ). The sets of nodes in blue and yellow are the sets of positive and negative
predictions, respectively, for increasing tradeoff values λ.

Gaussian kernel, which is commonly used in meth-
ods that rely on pairwise similarities (Jebara et al.,
2009; de Sousa et al., 2013; Baumann et al., 2019),
as wi j = exp(−d2

i j/2σ2). We use σ = 0.75 for data
with less than 10000 samples. For larger datasets, we
use σ = 0.25. Again, large datasets require a higher
degree of graph sparsification. Hence, a smaller σ is
applied so that similarities of distant pairs are brought
closer to zero, for the same effect as the sparsification
technique discussed in Section 4.2.2 and 5.2.

In addition to the standard Euclidean distance,
we also use a weighted Euclidean distance as an

alternative: di j =
√

∑H
h=1 ρh(xih− x jh)2 where ρ =

[ρ1, . . . ,ρH ] is the weight for the feature vector of size
H. ρ is scaled so that ∑H

h=1 ρh =H. We use the feature
importance from a random forest-based PU learning
method (Wilton et al., 2022) as the weight ρ. Features
with high importance contribute to high impurity re-
duction at tree node splits in the random forest.

We refer to 2-HNC with the unweighted Euclidean
distance as 2-HNC(EU) and the variant with feature
importance as 2-HNC(FI).

6 TIME COMPLEXITY
ANALYSIS

Let N denote the data size, that is, N = |L+|+ |U |.
Scikit-Learn implementation using the k-d tree data
structure for kNN sparsification and distance com-
putation runs in O(N logN) (Pedregosa et al., 2011).
The similarity weights computation takes O(N) time
since there are O(N) pairs remain after sparsification.

The pseudoflow algorithm, known as HPF or
Hochbaum’s PseudoFlow, solves the parametric min-
imum cut problem in the complexity of a single min-
imum cut procedure (Hochbaum, 2008). The com-
plexity of HPF on a graph with n nodes and m arcs,
denoted by T (n,m), depends on the implementation.
For instance, (Hochbaum and Orlin, 2013) provides
a version of HPF that runs in O(mn log( n2

m )). Since
the number of nodes in the graphs of both stages are

at most N. The numbers of arcs are at least 2kN and
at most 4kN due to the kNN sparsification. Hence,
solving HNC in both stages runs in O(N2 logN). This
runtime dominates other steps. Therefore, the time
complexity of 2-HNC is O(N2 logN).

7 EXPERIMENTS

We evaluate 2-HNC with benchmark methods on real
data. The test for the methods’ robustness against the
misspecification of the prior π is also included.

7.1 Datasets

Datasets are listed in Table 1, with the number of all
samples, labeled and unlabeled samples, the number
of features and the fraction of positive samples (π) of
each data. All datasets are from the UCI ML Repos-
itory (Kelly et al., ), except for CIFAR10 from Keras
(Chollet et al., 2015), and 20News and MNIST from
Scikit-learn (Pedregosa et al., 2011). Samples in each
dataset are assigned labels (positive vs negative) as
follow: Vote: {Democrat} vs {Republican}, Obesity:
{Obesity Type I, II and III} vs {Insufficient, Normal,
Overweight}, Mushroom: {Edible} vs {Poisonous},
20News: {alt., comp., misc., rec.} vs {sci., soc.,
talk.}, Letter: {A-M} vs {N-Z}, CIFAR10: {bird,
cat, deer, dog, frog, horse} vs {airplane, automobile,
ship, truck}, MNIST: {1,3,5,7,9} vs {0,2,4,6,8}. Fol-
lowing (Kiryo et al., 2017; Wilton et al., 2022), we
use a pre-trained GloVe word embedding (Penning-
ton et al., 2014) to map each document in 20News to
a 300-dimension vector.

For each dataset, except for Vote, we randomly
sample 10% of the positive samples (with the num-
ber rounded to the nearest hundred) as the positive
labeled set L+. All the remaining samples are used as
unlabeled samples, or the set U . For Vote, as a small
dataset, we randomly select 40 samples as the posi-
tive labeled set. We run the experiments 5 times, with
different sampling of labeled samples.

As described in the introduction, 2-HNC is a
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Table 1: Datasets: 10% of positive samples are randomly selected as labeled samples. The unlabeled set consists of negative
samples and the remaining 90% of positive samples. π is the fraction of positive samples in each dataset.

Name # Samples # Labeled # Unlabeled # Feature π

Vote 435 40 395 16 0.61
Obesity 2111 100 2011 19 0.46
Mushroom 8124 400 7724 112 0.52
20News 18846 1000 17846 300 0.56
Letter 20000 1000 19000 16 0.50
CIFAR10 60000 3600 56400 3072 0.60
MNIST 70000 3500 66500 784 0.51

Table 2: Classification accuracy (%) average (and standard error) across 5 runs of both variants of 2-HNC and benchmark
methods. Number in bold for each data is the highest accuracy.

Data uPU nnPU PU ET 2-HNC(EU) 2-HNC(FI)

Vote 51.60 (1.42) 84.08 (6.80) 92.51 (2.93) 90.33 (0.46) 94.99 (1.22)
Obesity 85.92 (7.23) 91.92 (1.23) 92.74 (0.66) 89.64 (1.78) 96.54 (1.18)
Mushroom 87.92 (4.54) 98.94 (0.64) 99.35 (0.66) 99.67 (0.18) 99.85 (0.09)
20News 58.83 (1.23) 70.90 (0.73) 84.89 (0.41) 76.63 (0.54) 86.03 (1.46)
Letter 81.33 (1.97) 87.50 (0.76) 86.21 (0.55) 88.88 (1.51) 87.92 (2.09)
CIFAR10 43.00 (0.01) 87.98 (0.65) 81.55 (0.11) 78.46 (0.85) 77.81 (0.41)
MNIST 72.65 (1.85) 94.25 (0.91) 95.30 (0.12) 96.44 (0.07) 94.87 (1.17)

Table 3: F1 score (%) average (and standard error) across 5 runs of both variants of 2-HNC and benchmark methods. Number
in bold for each data is the highest F1 score.

Data uPU nnPU PU ET 2-HNC(EU) 2-HNC(FI)

Vote 26.26 (11.81) 88.85 (4.67) 93.20 (3.22) 91.54 (0.40) 95.63 (1.00)
Obesity 74.59 (13.70) 86.26 (7.75) 91.04 (0.88) 87.94 (2.24) 94.63 (2.80)
Mushroom 85.19 (6.93) 98.91 (0.66) 99.34 (0.69) 99.67 (0.19) 99.85 (0.09)
20News 20.34 (4.38) 70.97 (3.39) 85.81 (0.23) 78.55 (0.61) 87.11 (1.28)
Letter 74.97 (3.26) 85.72 (1.82) 83.49 (0.73) 88.34 (1.64) 87.42 (2.14)
CIFAR10 21.02 (10.11) 89.44 (1.19) 83.99 (0.11) 81.05 (0.77) 80.92 (0.49)
MNIST 30.75 (7.96) 93.27 (2.13) 95.11 (0.16) 96.27 (0.07) 94.63 (1.09)

transductive method that predicts specifically for sam-
ples in the given unlabeled set. Hence, we evaluate
the models on their predictions of unlabeled samples
in U that the models are trained on. The metrics that
we use are the classification accuracy and F1 score,
averaged over 5 experiments on each dataset.

7.2 Benchmark Methods

2-HNC is compared against the following bench-
marks: uPU (Du Plessis et al., 2014; Du Plessis et al.,
2015), nnPU (Kiryo et al., 2017) and PU ET (Wilton
et al., 2022), as discussed in Section 2.

The choices of neural networks of uPU and nnPU
are similar to (Kiryo et al., 2017): a 6-layer MLP
with Softsign activation function for 20News, a 13-
layer CNN with a ReLU final layer for CIFAR10
and MNIST, and a 6-layer MLP with ReLU for other
datasets. For PU ET, we use the default hyperparam-
eters as suggested in (Wilton et al., 2022). We use the

available implementations2 of these methods.
As explained in Section 5.3, we use two variants

of 2-HNC: 2-HNC(EU) and 2-HNC(FI) that use un-
weighted and feature importance-weighted Euclidean
distance, respectively.

7.3 Results

The accuracy and F1 score of both variants of 2-
HNC and benchmark models are reported in Table
2 and 3. 2-HNC(FI) yields the best result on tabu-
lar data (Vote, Obesity, Mushroom) and the text data
(20News). 2-HNC(EU) outperforms all methods on
Letter and MNIST. However, nnPU has the best per-
formance for CIFAR10. The relative performance of
the models are similar for both accuracy and F1 score.

We also test the statistical significance of the out-
performance of 2-HNC over other methods. The best

2uPU, nnPU:https://github.com/kiryor/nnPUlearning,
PU ET:https://github.com/jonathanwilton/PUExtraTrees
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Table 4: P-values for the t-test on the performances of 2-HNC and the best benchmarks. (*) denotes p-values where HNC
outperforms with high statistical significance (α = 0.05). P-values on CIFAR10 are not shown as 2-HNC does not give the
highest performance on CIFAR10.

Data Best 2-HNC variant Best benchmark P-values: accuracy P-values: f1 score

Vote 2-HNC(FI) PU ET 0.0903 0.0875
Obesity 2-HNC(FI) PU ET 0.0017* 0.0119*
Mushroom 2-HNC(FI) PU ET 0.0312* 0.0302*
20News 2-HNC(FI) PU ET 0.1025 0.0465*
Letter 2-HNC(EU) nnPU 0.0251* 0.0269*
MNIST 2-HNC(EU) PU ET 1.2584e-5* 8.4961e-5*

(a) Vote (b) Obesity

(c) Mushroom (d) 20News

(e) Letter (f) CIFAR10

(g) MNIST
Figure 4: Average accuracy (with the shaded regions as error bars) of each PU learning method when the prior of the positive
fraction π is misspecified, compared to the results when the correct π is provided.
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variant between 2-HNC(EU) and 2-HNC(FI), is com-
pared to the best among the three benchmarks for each
dataset. P-values of the paired t-tests are reported in
Table 4. 2-HNC outperforms other methods with high
statistical significance (significance level of 0.05) on
most data for both metrics. The exceptions are accu-
racy and F1 score on Vote, where p-values are 0.0903
and 0.0875, and accuracy on 20News, with p-values
of 0.1025. Despite that, these p-values still demon-
strate the statistical significance level of around 0.1.

7.4 Sensitivity Analysis

We evaluate the models’ sensitivity to the misspec-
ification of the prior of positive fraction π. For each
dataset, with true positive fraction π0, we over-specify
and under-specify the prior using π = 1.1π0 and π =
0.9π0, respectively. Results are shown in Figure 4
with uPU omitted for clarity of the plots as uPU
achieves lowest accuracy in all cases. In this analy-
sis, we use the better variant of 2-HNC for each data,
according to the result from the previous subsection.

As shown in Figure 4, 2-HNC exhibits higher
robustness than other methods when π is under-
specified, for all datasets except Mushroom and CI-
FAR10. For CIFAR10, 2-HNC yields similar perfor-
mance as PUET, where the two methods have the ac-
curacy of 80.43±0.77 and 80.35±0.25, respectively.
Moreover, the rate of accuracy decline for 2-HNC is
lower than that of nnPU and PUET on many datasets
such as Vote, Obesity, 20News and Letter.

When π is over-specified, 2-HNC is not as ro-
bust as other methods. On data such as Obesity and
20News, the improvements become smaller.

8 CONCLUSIONS

Our PU learning method called 2-HNC is a two-stage
variant of a network flow-based Hochbaum’s Normal-
ized Cut that was previously used in binary classifica-
tion with labeled samples of both classes. The output
of 2-HNC is the partition of samples into the positive
and negative prediction sets.

Both stages of 2-HNC generate nested sequences
of data partitions for varying tradeoffs between the
inter-similarity of the positive and negative predic-
tion sets, and the intra-similarity within sets, solved
as parametric minimum cut problems. Stage 1 puts
more weights on the intra-similarity of the negative
prediction set, whereas stage 2 emphasizes on the pos-
itive one. Stage 2 utilizes the set of likely-negative
unlabeled samples, determined by the order in which
unlabeled samples enter the negative prediction set in

the nested sequence of stage 1. A partition whose pos-
itive fraction approximates the prior π most closely is
selected as the predictions for unlabeled samples.

Experiments on real datasets demonstrate that 2-
HNC outperforms benchmark methods in terms of ac-
curacy and F1 scores, as well as better robustness to
the under-specification of the prior π.

Future research directions include methods that
learn accurate pairwise similarities measure based on
the PU data as the current similarity measure is un-
supervised. Another potential direction is the selec-
tion of likely-negative samples from the unlabeled set.
While an approach based on the nested partition se-
quence is employed in this work, other techniques are
also worth further investigation.
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Abstract: Association Rule Mining (ARM) is a popular technique in data mining and machine learning for uncovering
meaningful relationships within large datasets. However, the extensive number of generated rules presents
significant challenges for interpretation and visualization. Effective visualization must not only be clear and
informative but also efficient and easy to learn. Existing visualization methods often fall short in these areas.
In response, we propose a novel visualization technique called the ”Trie of Rules.” This method adapts the
Frequent Pattern Tree (FP-tree) structure to visualize association rules efficiently, capturing extensive infor-
mation while maintaining clarity. Our approach reveals hidden insights such as clusters and substitute items,
and introduces a unique feature for calculating confidence in rules with compound consequents directly from
the graph structure. We conducted a comprehensive evaluation using a survey where we measured cognitive
load to calculate the efficiency and learnability of our methodology. The results indicate that our method sig-
nificantly enhances the interpretability and usability of ARM visualizations.

1 INTRODUCTION

Association Rule Mining (ARM) is a popular tech-
nique in data mining and machine learning that aims
to uncover interesting and meaningful relationships
within large datasets (Agrawal et al., 1993). These re-
lationships, expressed as ”association rules,” provide
valuable insights for decision-making across various
domains, such as market basket analysis, healthcare,
and fraud detection (Shaukat Dar et al., 2015). How-
ever, ARM can produce a vast number of rules, mak-
ing it difficult to interpret them effectively. Therefore,
effective visualization techniques are crucial to help
analysts and domain experts make sense of the dis-
covered rules and extract valuable knowledge.

Current visualization approaches for ARM re-
sults struggle with significant limitations when dis-
playing a large number of rules while retaining es-
sential information. Existing solutions often either
provide incomplete information, limiting the ability
to fully interpret and explore the rules, or produce

a https://orcid.org/0000-0001-9815-5067
b https://orcid.org/0000-0002-7297-0984
c https://orcid.org/0000-0003-4395-7702
d https://orcid.org/0000-0001-9366-5113

overly large and cluttered charts that are challenging
to navigate (Fister et al., 2023; Jentner et al., 2019;
Fernandez-Basso et al., 2019). These limitations re-
sult in ineffective information display, hindering the
practical utility of ARM in real-world applications
where understanding complex patterns quickly and
accurately can be essential.

In response to these challenges, we developed
a novel visualization technique named the ”Trie of
Rules.” Our approach addresses the problem of inef-
fective information display by capturing a wealth of
information and maintaining a manageable size when
dealing with large datasets. Additionally, it reveals
implicitly hidden insights such as substitute pairs or
clusters of rules. The Trie of Rules method is based
on an adapted Frequent Pattern Tree (FP-tree) struc-
ture, traditionally used to visualize transactions. We
propose a novel way to interpret this structure to vi-
sualize association rules, making our approach both
easy to learn and efficient.

A key aspect of our approach is its efficiency. We
designed the Trie of Rules to enable users to com-
plete tasks more quickly and accurately when dealing
with complex datasets, while maintaining a learnabil-
ity level comparable to existing methods.
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The main contributions of this paper are as fol-
lows:

• Development of a Visualization Strategy: We
introduce an efficient visualization technique for
ARM results that captures extensive information
while remaining easy to interpret.

• Comparison with Popular Methods: We com-
pared our method with other popular visualiza-
tion techniques and demonstrated that it outper-
forms them in terms of efficiency. This was
accomplished via a survey with 34 participants,
where we measured efficiency and learnability.
Our approach allows users to complete tasks more
quickly and accurately, while being as easy to
learn as existing methods.

• Confidence Calculation for Compound Conse-
quents: The Trie of Rules approach introduces a
novel property that significantly enhances further
exploration of knowledge and increases speed ef-
ficiency when examining the ruleset. This feature
allows the calculation of Confidence for rules with
compound consequents directly from the graph
structure, avoiding additional clutter on the plot
and making it easier to read and interpret.

This paper is structured as follows: Section 2 pro-
vides background information on ARM and related
concepts. Section 3 reviews existing visualization
methods and their limitations. Section 4 details our
proposed Trie of Rules methodology, including the
FP-tree background and the visualization approach.
Section 5 describes our evaluation methodology, sur-
vey construction, and results. Finally, Section 6 sum-
marizes the contributions and suggests directions for
future research.

2 BACKGROUND

Association Rule Mining is a data mining technique
that aims to discover interesting relationships and pat-
terns within large datasets (Agrawal et al., 1993). The
fundamental concepts of ARM include association
rules, ruleset, transactions, frequent set, antecedent
and consequent, support, and confidence (Geng and
Hamilton, 2006; Wu et al., 2010; Luna et al., 2018).

Transactions refer to the records or instances in a
dataset, often representing events or actions. In retail,
for example, a transaction might correspond to a cus-
tomer’s purchase, where each item bought constitutes
a transaction item.

A frequent set is a subset of items that frequently
occur together in transactions. The identification of
frequent sets is a crucial step in ARM, and it involves

finding sets of items whose occurrence surpasses a
predefined minimum co-occurrence frequency thresh-
old.

An association rule is a relationship or pattern
that describes the co-occurrence of items in a dataset.
It is typically represented as an implication of the
form A→ B, where A is the antecedent and B is the
consequent. An example of an association rule could
be: If a customer buys item X, they are likely to buy
item Y .

A ruleset is a collection of association rules de-
rived from a dataset. The ruleset provides a compre-
hensive view of the discovered patterns and relation-
ships within the data. Each rule in the ruleset con-
tributes to the understanding of associations between
different items.

Metrics are essential for describing association
rules, with support, confidence, and lift being the
most popular. However, many other metrics exist as
well (Hahsler, 2024). These metrics assess the value
of rules in various ways. Crucially, they describe the
relationship between the antecedent and the conse-
quent, which means they can only be applied to rules.
The exception to this is support, which can also be ap-
plied to frequent sequences and is frequently used as
a metric for the threshold during the mining process.

3 RELATED WORK

Visualizing ARM results is recognized as a challeng-
ing task, as indicated by surveys conducted by (Hah-
sler and Chelluboina, 2011; Fernandez-Basso et al.,
2019; Jentner et al., 2019; Alyobi and Jamjoom,
2020; Menin et al., 2021; Fister et al., 2023). The
complexity arises from the need to represent rules vi-
sually while considering the multitude of associated
metrics and distinguishing between antecedents and
consequents, leading to various proposed approaches.

Traditionally, rules are presented as plain tables
or text-based methods due to their simplicity and fa-
miliarity. However, these methods often fail to ef-
fectively convey complex relationships, and there is
much room for improvement.

Although various methods exist, they can be clas-
sified into three distinct groups: scatter plots, matrix-
based methods, and graph-based methods.

The scatter plot approach, one of the more ba-
sic methods, was introduced by (Jr. et al., 1999). This
method employs a two or three-dimensional plot (Ong
et al., 2002) to depict rules as dots. Although effective
in handling a high number of rules, scatter plots lack
insight into the structure of rules, requiring manual
examination of the text-based representation of the
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original dataset.
Matrix-based visualization, as presented

by (Hofmann and Buhmann, 2000), places an-
tecedent and consequent sets on axes and displays
metric values at their intersections. Despite its
efficiency in revealing rule components, it suffers
from scalability issues, particularly as the dataset
size increases. A more modern implementation is
provided by (Varu et al., 2022).

An improvement to the matrix-based approach
is the grouped matrix-based visualization, as pro-
posed by (Hahsler et al., 2017), which alleviates size
concerns by grouping similar rules. However, scala-
bility remains a challenge.

Graph-based visualization, widely employed in
ARM (Klemettinen et al., 1994; Rainsford and Rod-
dick, 2000; Buono and Costabile, 2005; Ertek and
Demiriz, 2006; Fernandez-Basso et al., 2019; Alyobi
and Jamjoom, 2020; Menin et al., 2021), provides a
clear representation of rule structures. However, the
main problem remains how to show all the items in a
rule and distinguish between antecedents and conse-
quents. This problem leads to either excessive size of
the plot or low interpretability. Current methods rely
on the idea that two types of nodes exist—items and
rules. Items that go into (directed edge) the rule are
antecedents, and edges that go out of a rule node are
consequents.

These three main categories are implemented in
popular libraries such as arulesViz for R (Hahsler
et al., 2017) and arules for Python (Hahsler, 2023).

In conclusion, existing ARM visualization meth-
ods exhibit limitations in terms of scalability, inter-
pretability, and representation of rule structures. The
proposed methodology in the next section aims to ad-
dress these challenges by incorporating FP-tree prin-
ciples to create a more effective visualization.

4 METHODOLOGY

4.1 FP-tree Background

A Frequent Pattern Tree (FP-tree), also known as a
trie or prefix tree, was introduced by (Han et al.,
2004). It is commonly used in the rule mining process
and is known for its efficiency (Bodon and Rónyai,
2003; Grahne and Zhu, 2003; Shabtay et al., 2021;
Shahbazi and Gryz, 2022). This data structure is de-
signed to compactly represent transactions by com-
pressing the database.

An FP-tree is constructed in the following steps:
1. Scan the Dataset: The transaction database is

scanned to determine the count of each item.

2. Order Items: Items in transactions are sorted in
descending order of item counts.

3. Build the Tree: The FP-tree is built by read-
ing each transaction and mapping it to a path in
the tree, ensuring common prefixes are shared to
compress the data.

Table 1: Initial Transactions.

Transaction ID Sorted items
1 F, C, A, M
2 F, C, B, K
3 B, E
4 F, C, A, M

(a) Step 1 (b) Step 2

(c) Step 3

(d) Step 4

Figure 1: Progress of FP-tree construction from transactions
in table 1.

Figure 1 demonstrates how the FP-tree structure
is dynamically built using transaction from table 1,
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efficiently representing the frequent itemsets within
the dataset.

FP-trees are particularly useful in applications
where identifying frequent itemsets is crucial, such as
market basket analysis, bioinformatics, and web us-
age mining. Their ability to efficiently handle large
datasets makes them a powerful tool in data mining
tasks. However, the potential of this data structure for
storing association rules has not been fully explored.

4.2 Proposed Visualization Approach

To leverage the FP-tree structure for visualizing as-
sociation rules, we propose a novel approach called
the ”Trie of Rules.” This method adapts the FP-tree to
effectively represent association rules, enabling users
to comprehend the hierarchical relationships between
items and the formation of rules while also reducing
the size of the final plot by overlapping rules with
common items.

Concept of Rules. In the Trie of Rules, each path
from the root (Null node) to a node represents an asso-
ciation rule, where the nodes along the path form the
antecedent, and the final node represents the conse-
quent. Figure 2 illustrates the structure of a rule in the
Trie of Rules. The item p is depicted as an element
that exists in the trie but is not part of the evaluated
rule ( f ,c,a → m). However, it can potentially be-
come part of another rule. This structure allows users
to trace hierarchical relationships between items, en-
hancing the interpretability and manageability of the
visualization of the rules.

Figure 2: The structure of a rule in a Trie of Rules.

Metrics Display. Metrics are displayed through
the color and size of nodes, and optionally, through
the size of the caption near nodes. For instance, in
Figure 4a, node size captures confidence while node
color represents lift, although various other configu-
rations are possible.

Our approach also facilitates the discovery of ad-

ditional insights, such as clusters and substitute items:

• Clusters: Groups of items that frequently oc-
cur together can be easily identified through their
shared paths in the FP-tree structure, revealing
natural clusters within the data.

• Substitute Items: Items that can replace each
other in transactions are revealed through the
overlapping paths in the tree, providing insights
into alternative itemsets.

4.3 Confidence for Compound
Consequent

A unique feature of our approach is the ability to
calculate confidence for rules with compound conse-
quents directly from the graph structure. The confi-
dence of a compound-consequent rule can be calcu-
lated as the multiplication of confidence values of the
nodes in the consequent, as illustrated in Figure 3.

Figure 3: A rule with a compound consequent.

Although this method specifically applies to con-
fidence, the support value for items with a compound
consequent does not require additional calculation.
The support of a rule A,B,C→ D is equal to the sup-
port of the rule A,B→C,D, as both rules refer to the
same set of item occurrences within the dataset. Since
the support measures the co-occurrence of items, the
support for both rules remains the same. However, it
is important to note that while the support is identical,
the confidence differs. The confidence of A,B→C,D
is based on how often C,D appear given A,B, whereas
the confidence of A,B,C→ D is calculated based on
how often D appears given A,B,C.

The example rule in Figure 3 is part of a longer
path within the trie, but we extract this portion to
demonstrate that any section of the path can be taken
as a rule. The figure also shows the item E, which
exists in the trie but is not part of the current rule.

4.4 Case Study

For the implementation and testing of the Trie of
Rules methodology, we used the ”Online Retail Logs”
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(a) (b) Section A

Figure 4: (a) Trie of Rules visualization of the ARM results for the online retail dataset without captions displayed. (b)
Zoomed section A of Figure 4a. LB stands for Lunch Bag.

dataset (Chen, 2015). This dataset, characterized
by its large size and sparsity, contains 3,663 unique
items and 18,484 transactions. The minimum support
threshold for the ARM algorithm was set to 0.015,
resulting in 234 association rules. We used the FP-
growth algorithm (Han et al., 2000) to process the
dataset and our developed library (implementation of
the Trie of Rules methodology1) to produce the graph
file.

The resulting Trie of Rules was visualized as a
graph structure using Gephi 0.9.2 (Bastian et al.,
2009). The default overlay method ”Yifan Hu” (Hu,
2006) in Gephi was applied to enhance the clarity of
the visualization.

Figure 4a illustrates the Trie of Rules generated
from the Online Retail dataset. The visualization
highlights clusters, the hierarchical structure of asso-
ciation rules, and substitute items, providing valuable
insights into the dataset.

There are several valuable implications we can
draw from exploring Figure 4b:

• The branch that starts with LB RED forms various
rules that consist solely of Lunch Bag (LB) items
of different designs: Vintage, Pink Polkadot, Cars
Blue, etc. We can infer that these bags are of-

1https://github.com/ARM-interpretation/Trie-of-rules

ten bought together in various designs. Based on
this, we can propose selling these items as sets.
Moreover, sets of color palettes can be formed
based on the association rules observed in the
Trie of Rules, for example, (RED,V INTAGE)
or (RED,SUKI DESIGN,PINK POLKADOT ).
Given that LB RED starts this branch, we can im-
ply that LB RED is the most popular and could be
the ”default” item in these sets.

• The branch that starts with PINK T EACUP cre-
ates several strong rules in the dataset. The color
and size of the nodes indicate high Lift and Con-
fidence values. However, this branch forms just
two rules:

1. PINK T EACUP→ GREEN T EACUP
2. (PINK T EACUP,GREEN T EACUP) →

ROSES T EACUP

The first rule is a sub-rule of the second. We
can imply that these items are often bought
together with high probability. As with the
previous branch, we can propose selling these
items as sets of various designs. In this
case, only one color palette can be proposed:
(PINK,GREEN,ROSES).
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5 EVALUATION

Evaluating visualization approaches for Association
Rule Mining (ARM) is a complex task. Previous stud-
ies have employed various methods to assess the ef-
fectiveness of visualization techniques:

• Some researchers simply invite one or two experts
to provide subjective feedback on their method’s
effectiveness (Menin et al., 2021; Varu et al.,
2022).

• Others demonstrate the utility of their visualiza-
tion techniques using ”validation through awe-
some example” (Ong et al., 2002; Leung and
Carmichael, 2009).

• Another common approach is to outline the
advantages and disdavantages of the proposed
methods without conducting rigorous user stud-
ies (Fernandez-Basso et al., 2019; Jentner et al.,
2019; Hahsler and Chelluboina, 2011; Fister
et al., 2023).

However, those methods are not considered as
robust enough and objective; literature suggests us-
ing more comprehensive evaluation methodologies,
such as those described by (Elmqvist and Yi, 2012),
emphasising the importance of assessing cognitive
load and user efficiency, especially when dealing with
complex visualization tasks. Cognitive load refers to
the amount of cognitive resources required to perform
a task. As highlighted by (Yoghourdjian et al., 2021;
Henike et al., 2020; Huang et al., 2009), it provides a
quantitative measure to compare the efficiency of dif-
ferent visualization methods, making cognitive load a
suitable metric in our study. A conceptual construct
of cognitive load in the context of visualization effi-
ciency (Huang et al., 2009) is illustrated in Figure 5.

Our evaluation focuses on measuring efficiency
and learnability, similar to the approach used
by (Huang et al., 2009). The evaluation process in-
volved a carefully designed survey and tasks, struc-
tured as follows.

5.1 Survey Construction

We conducted a survey, which was approved by the
ethical committee of [University Name]. The par-
ticipants, 34 individuals with higher education back-
grounds, completed the survey remotely on their own
computers. We utilized the LimeSurvey platform to
collect their responses and to record the time taken
to answer each question. Participants were informed
that their response times were being tracked.

Although the survey was anonymous, we ensured
a diverse pool by using surveyswap.io, limiting po-

Figure 5: The construct of cognitive load for visualization
understanding.

tential participants to those with higher education in
technical fields. Additionally, 14 participants were
second-year computer science students from [Univer-
sity Name], consisting of 9 females and 5 males. This
approach provided a balanced demographic, enhanc-
ing the robustness and interpretability of the results.

The survey took approximately 50 minutes for
each participant and included four sections, one for
each type of visualization: scatter plot, matrix-based,
graph-based, and our proposed Trie of Rules ap-
proach. The sections were presented in a random
order for each participant. At the beginning of the
survey, participants were given a short introduction to
ARM to ensure they could perform the given tasks.

Each section contained 9 questions:

• One introductory question to assess the ease of
understanding the visualization method on a scale
from 1 to 10, measuring learnability.

• Four simple questions focusing on tasks such as
finding the support or confidence of a rule and
identifying the rule with the maximum support or
confidence.

• Four complex questions requiring deeper anal-
ysis, such as determining relationships between
rules, identifying substitute items, assessing clus-
ters, counting rules with a specific item, and find-
ing the longest rule.

Participants were not limited in time and were
asked the same questions across different visualiza-
tion methods but with varying items to ensure consis-
tency.
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5.2 Measured Metrics

The following metrics were measured to evaluate the
effectiveness of the visualization techniques:

• Response Time (RT): The time taken to complete
each task. Shorter response times indicate more
efficient visualizations.

• Response Accuracy (RA): The correctness of
the answers provided. Higher accuracy indicates
more effective visualizations.

• Mental Effort (ME): Self-reported effort on a
scale of 1 to 10. Lower mental effort suggests that
the visualization is easier to understand and use.

To standardize the results and facilitate a fair com-
parison across different visualization methods, we
calculated z-scores for these metrics following the
methodology proposed by (Huang et al., 2009). The
z-score transformation normalizes the data by sub-
tracting the mean and dividing by the standard devia-
tion of the respective metric, resulting in a standard-
ized score with a mean of 0 and a standard deviation
of 1. The formula for calculating the z-score is:

z =
X−µ

σ
where X is the raw score, µ is the mean of the

scores, and σ is the standard deviation.
We used the following formula for visualization

efficiency:

E = ZRA−ZME −ZRT

In this formula, E represents the efficiency via
cognitive load, ZRA is the z-score for response accu-
racy, ZME is the z-score for mental effort, and ZRT is
the z-score for response time. This metric captures
the trade-off between accuracy, effort, and time, pro-
viding a comprehensive measure of visualization ef-
ficiency. High efficiency is achieved when high ac-
curacy is associated with low mental effort and short
response time.

5.3 Survey Results and Analysis

The results of our evaluation are summarized in Ta-
ble 2 and Table 3.

In terms of accuracy, the Trie of Rules method
demonstrated better performance on complex ques-
tions (0.59) compared to the other methods (Matrix:
0.17, Graph: 0.29, Scatter: 0.23). This indicates that
while the Trie of Rules may be novel and less famil-
iar to users, its structured representation of associa-
tion rules enables more accurate analysis of complex

relationships. However, for simple questions, the ac-
curacy of the Trie of Rules (0.44) was on par with the
Scatter plot (0.44) and better than the Matrix (0.34)
and Graph (0.20) methods. This suggests that while
the Trie of Rules is effective for both simple and com-
plex tasks, its advantage becomes more pronounced
with increased complexity.

Regarding mental effort, all methods showed no
significant difference, as indicated by the ANOVA test
results (p-value < 0.05). This indicates that the com-
plexity of the questions impacted time and accuracy
rather than mental effort. The Scatter plot required
the least effort (2.57), probably because it is the most
familiar and commonly used scientific visualization
method. The Trie of Rules method showed moderate
mental effort (3.11), indicating that while it is a novel
approach, it is not significantly more challenging to
understand and use compared to existing methods.

The response time for simple questions was
slightly higher for the Trie of Rules (56 seconds) com-
pared to the other methods, with the Scatter plot being
the fastest (40 seconds). This suggests that users may
need more time to familiarize themselves with the
Trie of Rules. However, for complex questions, the
Trie of Rules (35 seconds) performed on par with the
Scatter plot (35 seconds), indicating that once users
become familiar with the method, they can analyze
complex information just as quickly as with more tra-
ditional methods.

5.4 Discussion

The results indicate that the Trie of Rules method of-
fers a significant advantage in terms of accuracy and
efficiency, particularly for complex questions, while
maintaining a moderate mental effort comparable to
existing methods.

The slightly higher response time for simple ques-
tions indicates that there is a learning curve associ-
ated with the Trie of Rules. This could be due to its
novel representation compared to more familiar visu-
alization methods like the Scatter plot. However, the
improved accuracy and efficiency for complex ques-
tions highlight the potential benefits of this method,
especially in scenarios where users need to analyze
intricate relationships within the data.

Furthermore, the findings suggest that the benefits
of the Trie of Rules may become more apparent with
larger datasets and more complex association rules.
Future studies could explore the impact of different
dataset sizes and structures on the effectiveness of the
Trie of Rules. For instance, with twice the number of
data points, the advantages of the Trie of Rules in han-
dling complex information efficiently might be even
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Table 2: Means of response time, accuracy, mental effort, and efficiency on simple questions.

Trie of Rules Matrix Graph Scatter
Time (sec.) 56.00 43.00 73.00 40.00
Accuracy 0.44 0.34 0.20 0.44

Effort 3.11 3.32 3.03 2.57
Efficiency 0.23 -0.46 -2.76 2.99

Table 3: Means of response time, accuracy, mental effort, and efficiency on complex questions.

Trie of Rules Matrix Graph Scatter
Time (sec.) 35.00 40.00 46.00 35.00
Accuracy 0.59 0.17 0.29 0.23

Effort 3.11 3.32 3.03 2.57
Efficiency 1.89 -1.99 -1.56 1.66

more pronounced.
Overall, the Trie of Rules method demonstrates

promising potential for enhancing the interpretability
and usability of ARM visualizations. By offering a
structured and efficient way to represent association
rules, it can help users uncover hidden patterns and re-
lationships within large datasets, ultimately facilitat-
ing better decision-making and knowledge discovery.
Future work will focus on developing software tools
to facilitate the adoption of this methodology and fur-
ther optimizing the user interface and experience to
improve the efficiency of the visualization process.

6 CONCLUSION

Association Rule Mining is a valuable technique for
uncovering hidden patterns in large datasets, and the
efficiency of individuals interpreting these results is
greatly influenced by the effectiveness of the visual-
ization techniques employed. Existing visualization
methods often struggle with scalability, interpretabil-
ity, and the effective representation of rule structures,
limiting their practical utility in real-world applica-
tions.

In this paper, we introduced a novel visualization
technique called the ”Trie of Rules.” This method
leverages the FP-tree structure to compactly and ef-
fectively represent association rules, addressing the
common issues faced by traditional visualization ap-
proaches. Our approach not only captures a wealth
of information and reveals implicit insights, such as
clusters and substitute items, but also maintains man-
ageable visualization size by overlapping common
items.

We conducted a comprehensive evaluation to
compare the Trie of Rules with existing visualiza-
tion methods through a survey measuring cognitive

load. The results demonstrated that our method out-
performs others in terms of efficiency, particularly in
handling complex queries, while maintaining compa-
rable learnability.

Our findings indicate that the Trie of Rules
method significantly enhances the interpretability and
usability of ARM visualizations. Future work will
focus on developing software tools to facilitate the
adoption of this methodology and further researching
how user interface and user experience can be opti-
mized to improve the efficiency of the visualization
process.
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Abstract: Previous research indicated that white blood cell counts and phenotypes can predict complications after My-
ocardial Infarction (MI). However, progress is hindered by the need to consider complex interactions among
different cell types and their characteristics and manual adjustments of flow cytometry data. This study aims
to improve MI complication prediction by applying deep learning techniques to white blood cell test data ob-
tained via flow cytometry. Using data from a cohort study of 246 patients with acute MI, we focused on Major
Adverse Cardiovascular Events as the primary outcome. Flow cytometry data, available in tabular and image
formats, underwent data normalisation and class imbalance adjustments. We built two classification models:
a neural network for tabular data and a convolutional neural network for image data. Combining outputs from
these models using a voting mechanism enhanced the detection of post-MI complications, improving the av-
erage F1 score to 51 compared to individual models. These findings demonstrate the potential of integrating
diverse data handling and analytical methods to advance medical diagnostics and patient care.

1 INTRODUCTION

Cardiovascular Disease (CVD) remains one of the
leading causes of mortality (Bhatnagar et al., 2015;
Centers for Disease Control and Prevention, 2022),
significantly impacting global health trends. Reports
from the National Center for Health Statistics high-
light that between 2019 and 2021, CVD was a major
cause of death in the US (Murphy et al., 2021). Sim-
ilarly, the British Heart Foundation identifies CVD
as more prevalent than cancer in the UK (Bhatnagar
et al., 2015), underscoring its severity as a health con-
cern. Among the various types of CVD, myocardial
infarction (MI), commonly known as a heart attack,
presents particularly complex challenges. It occurs
when blood flow to part of the heart is obstructed,
resulting in heart muscle damage (Thygesen et al.,
2012). Post-MI, patients face significant risks, includ-
ing heart failure and increased mortality; about 20%
of those suffering an acute MI die within the first year,
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with a substantial portion of these deaths occurring af-
ter the initial 30 days (Qing Ye, 2020). This array of
adverse outcomes after a MI is collectively referred
to as Major Adverse Cardiac Events (MACE) (Clinic,
2022).

Recent medical studies have explored potential
predictors for post-MI complications (Boidin et al.,
2023; Shantsila et al., 2013; Shantsila et al., 2019), in-
cluding dynamic changes in specific subsets of white
blood cells, particularly those expressing CD14 and
CD16 markers. High levels of CD14 and CD16 white
blood cells are associated with higher occurrences
of MACE, making these counts useful for predict-
ing post-MI complications and managing patient re-
covery. However, analysing these cells is challenging
due to the complexity of interactions and the need for
manual calibration in flow cytometry. Additionally,
small sample sizes limit the generalisation of find-
ings and focusing solely on cell subsets may overlook
other critical factors. These challenges underscore the
need for further research and improved methodolo-
gies to enhance predictive accuracy and improve pa-
tient outcomes.

Recent deep learning efforts have focused on us-
ing patient data such as age, gender, lifestyle, and
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isolated biomarker data, typically reflecting the de-
gree of myocardial damage (e.g., troponins) (Moham-
mad et al., 2022; Khera et al., 2021; Li et al., 2023;
Oliveira et al., 2023; Piros et al., 2019; Ghafari et al.,
2023; Newaz et al., 2023; Saxena et al., 2022). These
studies have incorporated a broad range of features,
not solely blood cells, and none have applied convo-
lutional neural networks (CNNs). This paper aims to
bridge the gap between traditional medical research
and the deep learning community by incorporating
white blood cell data into predictive models. We
present a deep learning approach to analysing flow
cytometry data to predict post-MI complications, ad-
dressing two significant technical challenges: the dual
modality of the data and the imbalanced nature of
the available flow cytometry data. Overcoming these
challenges is crucial for enhancing the accuracy of
predictions and improving patient outcomes after MI.

The main contributions of this paper are:
1. Developing preprocessing techniques to explore

and identify data representations that significantly
enhance performance outcomes.

2. Designing and implementing two neural network
models to effectively manage the multi-modality
inherent in the dataset.

3. Investigating and assessing various balancing
techniques to achieve an equitable distribution of
samples across different classes.

4. Employing diverse evaluation methodologies to
identify the most effective balancing technique,
ensuring robust model performance.

2 RELATED WORK

Previous studies have focused on applying machine
and deep learning techniques to predict MI mortal-
ity and hospital admissions due to complications.
These studies, detailed in various research papers,
have utilised a range of machine learning algorithms,
dataset sizes, and features (Mohammad et al., 2022;
Khera et al., 2021; Li et al., 2023; Oliveira et al.,
2023; Piros et al., 2019; Ghafari et al., 2023; Newaz
et al., 2023; Saxena et al., 2022).

CVD Datasets. Studies on predicting CVD com-
plications have employed many datasets and fea-
tures to enhance model accuracy. These datasets
vary significantly in size, with some studies using
smaller datasets of approximately 1,000 to 1,700 pa-
tients (Oliveira et al., 2023; Ghafari et al., 2023;
Newaz et al., 2023; Saxena et al., 2022). In compar-
ison, others utilised much larger datasets, including

those exceeding 100,000 patients (Mohammad et al.,
2022; Khera et al., 2021; Li et al., 2023; Piros et al.,
2019). Common features across these studies encom-
pass patient demographics such as age and gender,
medical history, lifestyle factors, clinical markers like
troponin levels, and diagnostic test data such as ECG
results (Newaz et al., 2023). Larger datasets typi-
cally include more detailed and diverse features, such
as in-hospital treatment details and discharge medi-
cations. The variety of features used underscores the
importance of diverse data in improving the predictive
power of machine learning models for CVD compli-
cations.

Machine Learning for Post-MI Complications
Analysis. Various machine learning algorithms
have been employed in these studies, yielding no-
table successes. Commonly used algorithms include
Logistic Regression, Support Vector Machine, Ran-
dom Forest, XGBoost, and Artificial Neural Net-
works. Smaller datasets, ranging from 1,000 to 1,700
patients (Oliveira et al., 2023; Ghafari et al., 2023;
Newaz et al., 2023; Saxena et al., 2022), often utilised
combinations of Support Vector Machine, Logistic
Regression, k-nearest neighbours, and Naive Bayes,
achieving high accuracy and robust performance met-
rics. Larger datasets, such as those with over 100,000
patients (Mohammad et al., 2022; Khera et al., 2021;
Li et al., 2023; Piros et al., 2019), typically employed
more sophisticated algorithms like XGBoost and Ar-
tificial Neural Networks, demonstrating their effec-
tiveness with high accuracy and strong performance
scores. Overall, XGBoost and Artificial Neural Net-
works consistently emerged as top-performing mod-
els across various studies, highlighting their capabil-
ity to handle diverse and complex datasets to pre-
dict cardiovascular disease complications accurately.
These studies emphasise the importance of selecting
appropriate algorithms tailored to the dataset size and
feature complexity to optimise prediction.

While previous studies have concentrated on em-
ploying machine and deep learning models trained on
general patient data, this paper diverges by explic-
itly focusing on blood cell data, mainly white blood
cells. White blood cells are pivotal in the context
of cardiovascular damage and repair. This focus not
only introduces a novel dataset for machine learning
applications but also aligns with medical research,
as highlighted in previous studies (Shantsila et al.,
2011; Shantsila et al., 2019), underscoring the criti-
cal role of white blood cells in cardiovascular health.
This approach bridges a gap between machine learn-
ing methodologies and medical insights, providing a
unique perspective on predicting post-MI complica-
tion.
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Figure 1: Collect Data by flow cytometry.

3 FLOWCYTO-MI: THE FLOW
CYTOMETRY POST-MI
COMPLICATION DATASET

3.1 Data Collection

There are multiple risk factors predictive of mortal-
ity after the diagnosis of MI, including those based
on imaging (echocardiography) and blood tests (tro-
ponin levels) (Reddy et al., 2015). This paper focuses
on predicting MI complications using blood pathol-
ogy data from flow cytometry. This technology uses
lasers at a sequence of white blood cells moving in a
directed fluid stream to generate light signals, causing
them to emit light at different wavelengths. Colour
filters play a crucial role in this process. They sepa-
rate the emitted fluorescence light into distinct wave-
length bands, allowing only specific wavelengths of
light to pass through while blocking others. For ex-
ample, a filter might permit green light to pass while
blocking light of other wavelengths (such as blue or
red). Following filtration, the light reaches the de-
tectors, which measure the intensity of the filtered
light. Detectors measure the scatter of light and flu-
orescence emission concerning each cell. Scatter is
measured along the laser signal path Forward Scatter
(FSC) and at a 90-degree angle to the path Side Scat-
ter (SSC). FSC measures cell size, while SSC mea-
sures cell complexity or granularity. The fluorescence
helps identify the surface expression (density) of vari-
ous types of molecules found on the surface of a blood
cell. These surface expressions indicate multiple cell
functions, labelled by the Cluster of Differentiation
(CD) protocol. The data collected by the detectors
is then processed and quantified using sophisticated

software, converting the raw light intensity measure-
ments into meaningful numerical values. Figure 1 il-
lustrates this process.

The collective effect of these measures is that they
allow the separation of individual cells by plotting
pairs of features. Figure 2 provides an example of
such a plot, generated using FlowJo (FlowJo, 2024),
a software system that supports analysing data ob-
tained through flow cytometry. The figure plots FSC
density on the x-axis and SSC density on the y-axis.
The colours used in the figure indicate cell density:
blue and green for low density, red and orange for
high density, and yellow for medium density (FlowJo,
2024). The white area in the bottom left corner, which
does not have any data, shows electronic noise and
tiny particles smaller than cells, thus it is not included
in the data collection. The image data is characterised
by dimensions of 611× 620× 4, denoting the height
and width (in pixels) and the RGBA (Red, Green,
Blue, and Alpha) values.

Figure 2: Example density plot (FSC against SSC) gener-
ated using Flowjo(FlowJo, 2024).
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This paper collected flow cytometry data for 246
patients from several hospitals in Birmingham, UK,
including City Hospital, Sandwell General Hospital,
Heartlands Hospital, and Queen Elizabeth Hospital,
from November 2009 to November 2012. For each
patient, the data was provided in two formats: (i) a
tabular data file (one line per cell) and (ii) a Portable
Network Graphics (PNG) image.

3.2 Data Statistics

In Figure 3, we illustrate the dataset distribution,
which includes 195 instances from class 0 (patients
without post-MI complications) and 51 instances
from class 1 (patients with post-MI complications,
heart failure, or death).

Figure 3: Distribution of dataset.

The tabular data comprised six attributes
(columns). The first two were the FSC and SSC
values (see section 3.1), and the remaining four were
counts of particular surface molecules indicating pro-
teins of various kinds labelled using the CD protocol
(CD16, CD14, CD42a, and CCR2)(FlowJo, 2024).
Figure 4 shows the range, median, and variability of
each feature in the dataset. Features like FSC, SSC,
and CD16 AF488 have higher medians and broader
distributions, while CD14-PE, CD42a-PerCP, and
CCR2-APC show lower medians with significant
variability, highlighted by numerous outliers.

Figure 4: Features Distribution.

The tabular files also varied in length (number of
records/rows) because flow cytometry does not al-

ways process the same number of cells. Figure 5
shows the median number of rows per patient is sim-
ilar for both classes, around 100,000, with a slightly
larger interquartile range for Class 0. Additionally,
there are significant outliers in both classes, with
some patients having up to 400,000 rows.

Figure 5: Number of Rows.

4 POST MYOCARDIAL
INFARCTION COMPLICATION
PREDICTION

The work presented in this paper is directed at us-
ing neural networks to predict post-MI complications.
The use of neural networks was influenced by the ob-
servation that previous research has demonstrated that
neural networks are robust and practical techniques
for classification (Zhang, 2000). In addition, numer-
ous medical diagnosis applications have shown signif-
icant success by utilising neural networks (Zhou and
Jiang, 2003).

To build a machine learning model that would
work with such dual-modality data, there were two
options: (i) use some form of unifying representation
and build a single model, or (ii) build individual mod-
els, one for each modality and combine the result (for
example, by voting). The first was used in the case of
Aldosari et al.(2022) in the context of electrocardio-
gram (ECG) and patient data to predict the likelihood
of CVD. This required features to be extracted from
each data format to unify the data representation that
could be constructed. The disadvantage was that the
feature extraction process could result in information
loss. When building separate models for each modal-
ity, the disadvantage is that it is assumed that each
modality is entirely independent of the others when
this might not be the case. Given the challenge of ex-
tracting features from the blood cell data, the second
option was to construct two models. However, in this
paper, we tried to avoid the disadvantage of informa-
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tion separation by combining the two models, one for
the tabular comma-separated values (CSV) data and
one for the image data, with a voting method Algo-
rithm 1.

Data: Tabular dataset T , Image dataset I, Number
of folds K = 5, Tabular model MT , Image
model MI .

Result: Comprehensive average results with
statistical significance analysis

Initialise results list R;
for fold f from 1 to K do

Split T and I into stratified training,
validation, and test sets;
• Normalise T features using RobustScaler;

• Normalise I images using ToTensor();

• Apply data augmentation in I;

Apply data balancing methods to Train T and
Train I:

• Use Random Over-Sampling, Random
Under-Sampling and SMOTE;

• Use Geometric Transformation, Focal
Loss and Random Under-Sampling;

Train Models:

• Perform hyperparameter tuning for both
MT on Train T and MI on Train I, tuning
parameters such as learning rate, batch
size, and number of epochs, with cross-
validation ;

• Train both MT on Train T and MI on Train I
using their respective best hyperparameters;

• Evaluate MT on Test T and MI on Test I,
saving detailed metrics (precision, recall,
F1-score) to RT and RI respectively;

Combine results RT and RI :

• Compute the weighted average of
predictions based on validation
performance;

• If biased, default to class 1;

• Save combined results R f with all
detailed metrics;

Append R f to R;
end
Calculate comprehensive average results R:

• Average of all metrics (precision, recall, F1-score);

return Comprehensive average results with
statistical significance analysis.;

Algorithm 1: Cross-Validation with Dual Models for Tabu-
lar and Image Data.

Data Transformation. Each patient’s dataset has a
varying number of rows for tabular data but consis-
tently includes six specific columns. We convert the
data into a unified tensor format to prepare for neu-

ral network processing with PyTorch. This involves:
identifying the maximum number of rows (399078),
padding shorter sequences with zeros to match this
length, converting each DataFrame into a PyTorch
tensor, and concatenating these tensors into a master
tensor. This results in a tensor format that includes
the number of datasets, rows, and columns. For im-
age data, data augmentation techniques enhance the
size and quality of training datasets, improving deep-
learning models (Yang et al., 2022). The applied
transformations include converting to tensors, resiz-
ing images to 256x256 pixels, randomly rotating them
by up to 20 degrees, and flipping them vertically with
a 0.4 probability and horizontally with a 0.5 probabil-
ity.

Data Splitting. The dataset was divided into a 06%
training set, a 20 % validation set and a 20% test-
ing set, following standard practice (Mpanya et al.,
2021). Five-fold cross-validation was used for evalu-
ation, partitioning the dataset into five folds and run-
ning training and testing five times. Stratified sam-
pling ensured equal class distribution across folds us-
ing Python’s StratifiedKFold with five splits. This
maintains a 60-20-20 split, with about 10 or 11 in-
stances of Class 1 in the test set. Reducing to three
folds increases the test set to 17 instances for Class
1 while increasing to seven folds reduces it to five
instances. This affects data balance for training and
testing, though variations are minor. The data distri-
bution is shown in Table 1.

Table 1: Data distribution in training, validation, and testing
sets.

Fold Training data Valid. data Test data Total
0 1 0 1 0 1

1 156 40 39 10 39 11 246
2,3,4,5 156 41 39 11 39 10 246

Data Normalisation. Data normalisation ensures
that each attribute contributes equally numeri-
cally (Garcı́a et al., 2015), which enhances classifi-
cation performance, especially in medical data clas-
sification (Jayalakshmi and Santhakumaran, 2011;
Singh and Singh, 2020). In tabular flow cytometry
data, varying feature ranges required normalisation.
The RobustScaler method was applied (Izonin et al.,
2022), which uses the median and Interquartile Range
(IQR) for scaling, as shown in Equation 1:

X ′ =
X−Xmed

IQR
(1)

where X ′ is the normalised attribute, Xmed is the me-
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dian, and IQR is the Interquartile Range. In PyTorch,
transforms.ToTensor() normalizes RGBA values
from [0,255] to [0,1] by dividing by 255 and storing
the data as a tensor.

Data Balancing. The available data predominantly
consists of myocardial infarction (MI) patients with-
out post-MI complications, resulting in an imbalance,
with a higher prevalence of patients without compli-
cations. The dataset comprises 195 instances from
class 0 (no MI complications) and 51 instances from
class 1 (MI complications), creating a 4:1 ratio. Var-
ious techniques were employed on both tabular and
image data to address this imbalance. For tabular
data (Zhang et al., 2023; Khushi et al., 2021), random
over-sampling generated additional records for the
minority class, random under-sampling reduced the
majority class records, and SMOTE (Synthetic Mi-
nority Oversampling Technique) augmented the mi-
nority class using synthetic data created through in-
terpolation. This process involves the existing minor-
ity class samples and their nearest neighbours, with K
set to 5, to ensure that the number of records in the
minority class matches those in the majority class.For
image data, balancing strategies involved geometric
transformation, random under-sampling similar to the
tabular data approach, and focal loss, which modu-
lates cross-entropy loss to focus on minority examples
by down-weighting easy examples and emphasising
hard-to-classify ones. The weighting factor α is set
to 0.80, calculated by the ratio of majority class sam-
ples to total samples on the training set, emphasising
the minority class. The focusing parameter γ is set to
2, ensuring the model focuses on hard-to-classify ex-
amples (Lin et al., 2017). Augmentation conducted
through horizontal and vertical axis flipping improves
the model’s ability to recognise patterns regardless
of position. Consequently, two additional images for
each image in the minority class could be generated
this way.The use of random under-sampling for both
tabular and image data effectively reduced the major-
ity class without impacting the minority class, ensur-
ing that all information from Class 1 was preserved,
which is critical for accurate modeling. Additionally,
with each patient contributing approximately 100,000
rows (see Figure 5), there remained ample data to
train the model effectively despite the reduction in the
majority class.

Model Generation. This paper addresses the chal-
lenge of data’s dual-modality by employing two neu-
ral network models, each characterised by distinct
architectures and design patterns tailored to its data
type, with the predictions from both models combined

to improve overall performance. The tabular data neu-
ral network comprises a standard feed-forward neural
network consisting of a sequence of layers organised
into four blocks. The first block, fla block1, the flat-
ten layer, transforms the input to 2394468, which is
the product of 399078 and 6, the input size. The sec-
ond block, lin block2, includes linear, batch normal-
isation, Rectified Linear Unit (ReLU) activation, and
dropout layers. The next block, lin block3, is the
same as block 1. The last block, classifier block4,
includes a linear layer, as shown in Figure 6. Imple-
mentation was conducted using the Python PyTorch
library. This model employed cross-entropy loss to
measure the disparity between predicted class prob-
abilities and the actual class labels. The loss, which
falls between 0 and 1, indicates the model’s accuracy
and aims to minimise it as much as possible (PyTorch,
2024). The model’s parameters were also updated
during training using the Adam Optimiser, which has
a learning rate of 1e-3 and a batch size of 8.

Figure 6: Architecture for the Tabular Data Feed Forward
Neural Network.

The image data neural network model was a
Convolutional Neural Network (CNN). This model
was organised into three components, referred to as
conv block1, conv block2, and classifier block3.
The first two convolutional blocks comprised sev-
eral layers, including convolutional layers, batch nor-
malisation, and pooling layers. The role of the
classifier block3 is to take the output from the con-
volutional layers, flatten it, and then pass it through
a fully connected (linear) layer for making classifica-
tion predictions. The architecture of the CNN model
is illustrated in Figure 7. All input images were re-
sized to (256, 256). The model employs binary cross-
entropy loss, typically utilised for binary classifica-
tion tasks. This loss function compares the predicted
logits and target labels. Similar to the previous model,
it employs the Adam optimiser.
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Figure 7: Architecture for the Image Data CNN.

The classifications from these two models were
combined using voting (Bin Habib and Tasnim, 2020;
Géron, 2017). A straightforward method to enhance
the classifier performance is combining the predic-
tions from multiple classifiers and selecting the class
with the highest number of votes. In case of a tie-
break situation, class 1 was selected, as in medical
diagnosis, it is considered more critical to avoid miss-
ing an actual illness than to diagnose someone as ill
incorrectly. This form of ensemble classifier is known
as a complex voting classifier.

5 RESULTS

This section evaluates the proposed process using
FlowCyto-MI data. The evaluation metrics adopted
were as follows (Zhou, 2020):

Precision =
True Positives

True Positives+False Positives
(2)

Recall =
True Positives

True Positives+False Negatives
(3)

F1 =
2 ·Precision ·Recall
Precision+Recall

(4)

The same data splitting for training, validation,
and testing was used in both models, which handle
tabular and image data, respectively. The number of
data points used in each epoch is shown in Table 1.
For each fold, only the test set was used for eval-
uation, without using any data from the training or
validation sets. After experimenting with different
epochs, the proposed model’s results are presented in
Tables 2 and 3.

Note that results are presented using each of the
imbalanced data techniques and no technique (Base-
line).

Evaluation Data Balancing. Considering the tabu-
lar data, an inspection of Table 2 indicates that with-
out data balancing, the tabular model performed ex-
ceptionally well for class 0 (patients without post-MI
complications), achieving an F1 score of 87. How-
ever, class 1 (patients with post-MI complications)
recorded an F1 score of 0 for epochs 10 and 3 for
epoch 15. All methods, including random over-
sampling, random under-sampling, and SMOTE, per-
formed better than the baseline for class 1. For epoch
10, the highest average F1 score, 49, was obtained
with SMOTE. For epoch 15, the best average F1
score, 50, was achieved using random over-sampling.
This is the best result for this model.

Table 2: Tabular data Feed Forward Neural Network Re-
sults, using 10 and 15 Epochs.

Method Class 10 Epochs 15 Epochs

(5 folds) Prec. Rec. F1 Prec. Rec. F1

Baseline 0 78 97 87 79 97 87
1 0 0 0 20 2 3

Random 0 79 95 86 79 91 85
over-sampling 1 21 8 11 31 21 15

Random 0 79 60 62 78 62 61
under-sampling 1 18 37 19 27 35 18

SMOTE 0 79 91 85 79 94 86
1 42 10 13 13 6 8

Abbreviations: Prec.= Precision, and Rec.= Recall

Regarding the image data, the examination of Ta-
ble 3 reveals that the baseline performance for class 1
was superior compared to that observed with tabular
data. At 200 epochs, the highest average F1 scores
recorded were 50.5. Methods such as augmentation,
random under-sampling, and focal loss demonstrated
improvements in the F1 score for class 1 beyond the
baseline. Focal loss, applied at epochs 100 and 200,
achieved an F1 score of 50.5. Because the average F1
scores are equal in the baseline and with focal loss,
we compare based on the recall of class 1. In medical
diagnostics, recall is often prioritised over precision
as it focuses on the proportion of actual positive cases
(patients with the disease) correctly identified by the
model. Focal loss at epochs 100 and 200 was selected
based on the recall score for class 1.

Evaluation of Combined Model. Table 4 presents
the outcomes of model integration, where random
over-sampling with 15 epochs was chosen for the tab-
ular model, and focal loss with 100 and 200 epochs
was selected for the image model. This setup enabled
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Table 3: Image data CNN Results, using 100 and 200
Epochs.

Method Class 100 Epochs 200 Epochs

(5 folds) Prec. Rec. F1 Prec. Rec. F1

Baseline 0 78 88 83 80 89 84
1 18 9 12 18 15 17

Augmentation 0 79 64 68 78 74 70
1 24 41 28 25 31 22

Focal Loss 0 80 71 75 79 74 77
1 22 33 26 21 27 24

Random 0 77 48 57 78 55 64
under-sampling 1 22 53 30 19 42 26

Abbreviations: Prec.= Precision, and Rec.= Recall

two voting scenarios between these models. In the
first scenario, the vote was between the final result
from the best tabular model (random over-sampling
with 15 epochs) and the final result from the best im-
age model (focal loss and 100 epochs). In the case
of a tie, class 1 was selected. In the second scenario,
the voting process was identical, except that the im-
age model used focal loss with 200 epochs instead
of 100. The best result was achieved using random
over-sampling and focal loss with 200 epochs, result-
ing in an average F1 score of 51. While this repre-
sents a slight improvement over the best individual
results from the tabular and image models, the dif-
ference in performance compared to the CNN model
with focal loss and 100 epochs is minimal. Specifi-
cally, for Class 0, both models produced nearly iden-
tical results (Precision = 80, Recall = 71, F1 = 75),
and for Class 1, the difference is very slight, with the
CNN model yielding Precision = 22, Recall = 33, and
F1 = 26, while our integrated model achieved Preci-
sion = 22, Recall = 34, and F1 = 27. A review of
Table 4 reveals that the integration strategy achieves
the highest F1 score of 51, combining random over-
sampling and focal loss with 200 epochs. However,
while this integration approach addresses the dual
modality and imbalanced nature of the data, the per-
formance improvements are incremental rather than
significant when compared to the CNN model alone.
Additionally, only 34% of post-MI complications are
correctly identified, with 78% of the diagnosed cases
being false positives. This raises concerns about the
practical applicability of the model in real-world clin-
ical settings, where a high rate of false positives may
lead to unnecessary interventions and increased costs.
While the integration strategy provides a slight perfor-
mance boost, further refinement is required to reduce
the false positive rate and improve the model’s relia-
bility for practical use in diagnosing post-MI compli-
cations.

Table 4: Evaluation of Combined Model

Method Combination Epochs Class Prec. Rec. F1

Random over-sampling 15 0 80 65 71
& Focal Loss 100 1 23 39 28

Random over-sampling 15 0 80 71 75
& Focal Loss 200 1 22 34 27

Abbreviations: Prec.= Precision, and Rec.= Recall

6 CONCLUSIONS

This paper presented a deep learning approach to pre-
dict post-MI complications using dual-modal imbal-
anced flow cytometry data, consisting of both tabular
and image data. Unlike previous studies, which did
not utilise blood test data at the individual cell level,
our focus was on leveraging this detailed blood cell
data for more accurate predictions.

To address the dual-modality issue, we developed
two models: one for tabular data and one for image
data. The predictions from these models were then
combined to produce a final prediction. The best re-
sults were achieved using random over-sampling for
the tabular data and focal loss for the image data.
Our evaluation indicates that the image-based model
outperforms the tabular model in predicting post-MI
complications. These findings underscore the poten-
tial of using detailed blood cell data and advanced
modelling techniques to improve prediction accuracy
in medical diagnostics.
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Abstract: The unprecedented expansion of the internet necessitates the development of increasingly efficient techniques
for systematic data categorization and organization. However, contemporary state-of-the-art techniques often
need help with the complex nature of heterogeneous multimedia content within web pages. These challenges,
which are becoming more pressing with the rapid growth of the internet, highlight the urgent need for ad-
vancements in information retrieval methods to improve classification accuracy and relevance in the context
of varied and dynamic web content. In this work, we propose GenCrawl, a generative multimedia-focused
crawler designed to enhance web document classification by integrating textual and visual content analysis.
Our approach combines the most relevant topics extracted from textual and visual content, using innovative
generative techniques to create a visual topic. The reported findings demonstrate significant improvements
and a paradigm shift in classification efficiency and accuracy over traditional methods. GenCrawl represents a
substantial advancement in web page classification, offering a promising solution for systematically organiz-
ing web content. Its practical benefits are immense, paving the way for more efficient and accurate information
retrieval in the era of the expanding internet.

1 INTRODUCTION

The rapid growth of the web has led to an over-
whelming amount of information, with over 5 billion
web pages available online (Kunder, 2018; Bergman,
2001). Effective web page classification is crucial
for various applications, including information re-
trieval, content recommendation, and search engine
optimization. However, web content’s diverse and dy-
namic nature, including textual and multimedia ele-
ments, presents significant challenges for traditional
classification methods (Chakrabarti et al., 1999). Pre-
vious approaches to web page classification have pri-
marily focused on analyzing textual content, often ne-
glecting the valuable information embedded in visual
elements (Rinaldi et al., 2021c; Rinaldi et al., 2021b).
While some methods have attempted to incorporate
multimedia data, they typically treat textual and visual
content separately, failing to leverage the synergis-
tic potential of combining these modalities (Ahmed

a https://orcid.org/0009-0008-5825-8043
b https://orcid.org/0000-0001-7003-4781
c https://orcid.org/0000-0002-8732-1733
d https://orcid.org/0000-0001-9763-8745

and Singh, 2019). Furthermore, the complexity and
resource-intensive nature of processing large volumes
of multimedia content necessitate the development
of more efficient and scalable solutions (Fernàndez-
Cañellas et al., 2020). Introducing GenCrawl, a
genuinely innovative, generative, multimedia-focused
crawler, in response to these challenges. This novel
approach, which integrates textual and visual con-
tent analysis, promises to enhance web page clas-
sification accuracy and revolutionize the field. Our
work makes some primary contributions: we intro-
duce a novel interdisciplinary approach that combines
textual and visual content analysis, significantly im-
proving the classification performance of multimedia-
focused web crawlers. This comprehensive approach
ensures that no aspect of web content is overlooked,
enhancing the accuracy of our classification system.
A conventional focused crawler relies on link-based
navigation, which may not prioritize systematic data
acquisition and processing. This problem limits dis-
cerning meaningful patterns, extracting valuable in-
sights, and adapting to dynamic web content evolu-
tion. The data generated may lack refinement, poten-
tially leading to lower data quality and hindering anal-
ysis accuracy (Kumar and Aggarwal, 2023). Ethical
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and privacy considerations may also pose challenges.
Adopting a more adaptive framework for web crawl-
ing strategies could enhance the effectiveness of con-
ventional focused crawlers. The synergistic integra-
tion of deep learning techniques can enhance crawler
proficiency in analyzing and categorizing web pages,
ensuring seamless incorporation of diverse instances
into the evolving web page classification task (K et al.,
2023). This approach addresses web page classifica-
tion intricacies and advances information representa-
tion and retrieval methodologies in the expansive and
dynamic web-based knowledge dissemination era.

The article is organized as follows: in Section 2
a literature review is presented and discussed, putting
in evidence the novelties of our approach; the system
architecture and the proposed methodology for crawl-
ing strategy and web pages classification methodol-
ogy are discussed in Section 3; a use case of our
crawler together with experimental results are in Sec-
tion 4; eventually, conclusions and future works are
presented in Section 5.

2 RELATED WORKS

General-purpose and special-purpose web agents are
the categories into which web crawlers fall (Bhatt
et al., 2015). Instead of providing a thorough anal-
ysis of general-purpose crawlers, this section high-
lights relevant research on focused crawlers within
the framework of web page classification. Since our
framework is based on ontologies, we carefully eval-
uate works that utilize and conform to this approach.
On the other hand, we present a summary of alterna-
tive approaches, emphasizing studies that show how
well Convolutional Neural Network (CNN) features
operate as general feature extractors for multimedia
content retrieval tasks.

A focused crawler filters millions of pages and
finds relevant resources distant from the initial batch.
Machine learning approaches are used to train fo-
cused crawlers, which can be extracted from on-
line taxonomies or manually classified datasets (Pant
and Srinivasan, 2005). The seminal work on fo-
cused crawlers is (Chakrabarti et al., 1999), where
the authors developed two hypertext mining software:
a classifier for document relevance assessment and
a distiller for identifying hypertext nodes providing
multiple access points to relevant pages. Moreover,
genetic algorithms show intriguing results when it
comes to concentrated crawling.

Ontology-based crawlers employ unsupervised
ontology learning and domain-based ontology with
multi-objective optimization for improved crawling

performance and selection of weighted coefficients
for web pages (Hassan et al., 2017; Liu et al., 2022;
Russo et al., 2020), or for improvement of visu-
alization and document summarization (Rinaldi and
Russo, 2021). Event-based crawlers utilize event
models and temporal intent recognition methods, in-
cluding Google Trends data, to capture and priori-
tize event-related information (Farag et al., 2018; Wu
and Hou, 2023). Phishing detection crawlers use
isomorphic graph techniques to detect phishing con-
tent by identifying subgraph similarities between web
pages (Tchakounte et al., 2022). Machine learning
crawlers implement LSTM and CNN for word em-
beddings and classification, and Attention Enhanced
Siamese LSTM Networks for predicting web page
relevance in specific domains like biomedical infor-
mation (Shrivastava et al., 2023; Mary et al., 2022).
Rule-based and specialized domain crawlers lever-
age rule-based approaches for obfuscating audio file
crawlers in the AIR domain and incremental crawling
systems for the Dark Web (Benfenati et al., 2023; Fu
et al., 2010). Genetic algorithm-based crawlers utilize
modified Genetic Algorithms for web page classifi-
cation based on keyword feature sets (Fatima et al.,
2023). Additionally, an improved genetic algorithm
can increase the focused crawler’s memory and preci-
sion while broadening its search area, focusing on the
direct influence of textual content and topic on user
information retrieval (Yan and Pan, 2018).

The strategy proposed in this article introduces a
multimedia-focused crawler for web page classifica-
tion, which combines textual and visual topics from
text and images as in (Rinaldi et al., 2021a). It uses a
supervised learning algorithm to classify web pages,
including those with text and images. In the latter
case, a generative model extracts and creates images,
improving visual topic extraction and crawling per-
formance. The crawler’s flexibility and adaptabil-
ity to different domains make it more adaptable to
predefined keywords or exemplary documents. Our
study compares a web page classification method us-
ing text or images with existing methods, revealing
superior accuracy, recall, and greater resilience to
noisy or irrelevant content. We also discuss its ben-
efits and drawbacks and suggest future enhancement
directions.

3 PROPOSED FRAMEWORK

This section describes in detail how the proposed
framework is composed, indicating specifically what
the components are and how they function.

Figure 1 shows a sketch of the proposed system
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architecture. Our system involves multiple modules
for crawler tasks. It starts with an online document
repository, generating crawler threads. These threads
retrieve web pages, analyze structures, classify text
and images, and use a model for synthetic image gen-
eration if direct comparison isn’t possible. Extracted
topics from text and images are combined for doc-
ument classification. The crawling process then se-
lects the next page from the repository. The crawler
initialization phase begins by gathering seed URLs
from an online document repository and setting up
a structured workflow for the subsequent stages of
the crawling process. Following this, the web page
retrieval and hyperlink extraction phase constructs a
network of interconnected pages, creating a compre-
hensive dataset that mirrors the web’s interconnected
nature. In the parsing phase, the crawler differenti-
ates between main content (relevant text) and auxil-
iary content (unrelated text), focusing on essential el-
ements. It also identifies visual information, adding
a multimedia dimension to the understanding of web
pages.

In the web page classification phase, machine
learning models categorize textual and visual ele-
ments based on their topics. This classification pro-
cess automates the evaluation of content relevance,
enhancing system efficiency and accuracy. When dis-
crepancies arise between textual and visual classifi-
cations, the generative phase harmonizes these inter-
pretations. Using a Latent Diffusion Model (LDM)
for image generation, it synthesizes images that align
with textual descriptions, ensuring cohesive content
representation. The combined topics of textual con-
tent and generated images are then used to calculate a
priority value for subsequent actions, indicating each
web page’s significance in the crawler’s exploration.

The preprocessing module is crucial for analyzing
textual and visual information on web pages, using
the DMOZ web collection as a data source. Despite
its official closure in 2017, DMOZ remains valuable
for classification tasks due to its heterogeneous na-
ture. A screenshot of this repository is available on
the Kaggle Dataset platform1.

The text preprocessing pipeline involves HTML
parsing, normalization, tokenization, stopword re-
moval, lemmatization, removal of special characters
and symbols, spell-checking, feature extraction, and
vectorization. These steps ensure consistent represen-
tation, enhance topic extraction efficiency, and pre-
pare the text for analysis.

For encoding the text of web pages, we used

1https://www.kaggle.com/datasets/shawon10/
url-classification-dataset-dmoz?select=URL+
Classification.csv

SBERT (Cheng et al., 2023) to create vector repre-
sentations capturing semantic meanings. Clustering
techniques grouped sentences into topics based on se-
mantic similarity, extracting representative keywords
and generating labels for each topic using a rule-based
method. This approach allowed the identification of
main themes or concepts in the web pages.

The focused crawler’s image processing pipeline
involves a sequential process of extracting and ana-
lyzing images from web pages, starting with HTML
parsing, downloading and preprocessing images for
quality enhancement, and extracting relevant features
as feature vectors. The critical phase involves apply-
ing advanced computer vision techniques, explicitly
utilizing the VGG19 model (Simonyan and Zisser-
man, 2014). VGG19 is a mighty Convolutional Neu-
ral Network (CNN) consisting of 19 layers. It has
been trained on a large and diverse dataset featuring
complex image classification tasks, such as ImageNet
(Ridnik et al., 2021), a large image dataset consisting
of 14,197,122 images, each tagged in a single-label
fashion by one of 21,841 possible classes. VGG19’s
adaptability makes it well-suited for the task of visual
topic extraction in our work, as it excels at discerning
patterns and objects in the analyzed images. Figure 2
represents the described textual and visual pipelines.

3.1 Textual Topic Detection

We employ a pipeline to identify representative topics
in text using Sentence-BERT (SBERT) embeddings
and WordNet synsets. Text is preprocessed through
lowercasing, sentence tokenization, and removal of
common linguistic artifacts, such as stopwords, spe-
cial characters, etc, for uniformity. SBERT embed-
dings encode each sentence into a high-dimensional
vector space, capturing contextual relationships. The
SBERT application to the preprocessed text ensure
that the vector created by the model doesn’t effect the
noisy informations in the long text of the web pages
of the dataset. K-means clustering identifies distinct
topics, while WordNet synsets enrich semantic inter-
pretation.

This method’s effectiveness relies on the input
text’s language richness and diversity, facilitating
granular content exploration.

3.2 Visual Topic Detection

The visual topic detection task utilizes multimedia
components, particularly images, to determine a doc-
ument’s principal topic, enhancing the overall frame-
work’s performance. Our research currently focuses
on recognizing multimedia descriptors to measure the
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Figure 1: System architecture overview.

Figure 2: A detailed pipeline for textual (on the left) and visual (on the right) topic extraction and detection task.

similarity between document images and our multi-
media knowledge base. Diverse descriptors, includ-
ing local, global, and deep features, are evaluated (see
Section 3). We employ the pre-trained VGG19 model
on ImageNet, applied to the complete image, to iden-
tify and visualize relevant image regions associated
with specific predictions, facilitating efficient transfer
learning. This model’s straightforward architecture
promotes ease of interpretability and implementation.

If more than one image are detected from the web
page, we need to select only the images that are more
compliant with the textual topic.

3.3 Text-to-Image Generation

We incorporated a Latent Diffusion Model (LDM)
into the crawling process to address the challenge of
web pages lacking relevant multimedia content. This
model generates high-quality images consistent with
the textual description of the web page, even if no
multimedia data is present initially. The Stable Diffu-
sion (Rombach et al., 2022) serves as the latent model
for translating text into images. Based on a latent dif-
fusion approach, it is tailored for generating and ma-
nipulating images from textual prompts. The model
utilizes the pre-trained CLIP ViT-L/14 text encoder

(Radford et al., 2021), following Imagen’s methodol-
ogy (Saharia et al., 2022). The choice of Stable Dif-
fusion over other generation techniques is justified by
its superior performance, as demonstrated in Section
3.

To show that the visual topic extraction procedure
works in the same way, using generated images, we
chose to show the predictions made by the VGG19
model on the example Figure 3 and extract the prob-
abilities for the first three classes predicted by the
model. As shown in Table 1, the top 3 predicted
classes fully reflect the content of the image, includ-
ing the topics indicated within the textual prompt used
to generate the image.

Table 1: Top 3 Prediction probabilities of generated image
using the prompt ”a parrot that rides a bicycle”.

Top Prediction Probability

macaw 0.919
bicycle-built-for-two 0.027
lorikeet 0.017
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Figure 3: Image generated using the prompt ”a parrot that
rides a bicycle”.

3.4 Combined Topic Extraction

This paper aims to improve classification perfor-
mance by combining two classifiers: one for text-
based topic detection and another for visual-based
topic detection. Existing research suggests that dif-
ferent classifiers may provide complementary infor-
mation models based on the specific patterns requir-
ing classification (Mohandes et al., 2018; Clinchant
et al., 2011).

The textual and visual classifications are com-
bined by normalizing scores from different topic de-
tection methods and scaling them to fit within the
[0,1] interval. The fusion of textual and visual clas-
sifications adopts various schemes, and in line with
(Rinaldi, 2014), this study opts for the SUM op-
erator and the Ordered Weighted Averaging (OWA)
operators proposed by (Yager and Kacprzyk, 2012).
These operators provide a systematic way to aggre-
gate the results, allowing for a more robust and com-
prehensive integration of information from both tex-
tual and visual modalities. The SUM function stands
out as one of the widely adopted techniques for lin-
ear combinations of classifiers, offering various ver-
sions such as weighted sum and average. Its preva-
lence in ensemble methods is attributed to its supe-
rior noise tolerance, contributing to enhanced over-
all performance compared to other elementary func-
tions (Kittler et al., 1998). The versatility of the SUM
function makes it particularly effective in capturing
the collective decision-making power of diverse clas-
sifiers, making it a popular choice in ensemble learn-
ing approaches.

Formally an OWA operator of size n is a function
F : Rn → R with a collection of associated weights
W = [w1, ...,wn] whose elements are in the unit range
such that ∑n

i=1 wi = 1. The function is defined as:

F(a1, ...,a2) =
n

∑
j=1

w jb j (1)

where b j represent the jth value of the a⃗ vector or-
dered.

4 EXPERIMENTAL RESULTS

This section details the experiments conducted to
evaluate the performance of key components within
the proposed framework, specifically focusing on tex-
tual, visual, and combined topic detection strategies.
The system outlined in this study exhibits a high de-
gree of generalization owing to the inherent versatility
of the developed modules.

4.1 Dataset Description

This study employs a parsed and pre-elaborated mul-
timedia dataset derived from DMOZ (Sood, 2016), a
renowned and extensive multilingual web directory
recognized for its popularity and open-content rich-
ness. DMOZ was selected as the experimental frame-
work to establish a real-world scenario, offering a
publicly accessible and widely recognized repository
for result comparisons against baseline measures.

The Scraper module compiles URLs for down-
load, using a “text-only” parameter to acquire only
textual components of each document. The com-
plete DMOZ repository subset is used based on web-
scraping policies and link prevalence. It is crucial to
map DMOZ categories on WordNet synset and defi-
nitions and if a corresponding mapping exists for all
categories, because we have to obtain a compliant rep-
resentation of the synsets and the categories that we
have in the dataset. In Table 2, we provide a simple
association between the category extracted and the re-
spective WordNet synset tag and the description of it.
We use English documents for our experiments, au-
tomatically handled with the help of a Python library
porting of the Google algorithm for language detec-
tion and for the scraping of the pages (Danilak, 2017;
Hajba, 2018). Out of a total corpus comprising 12,120
documents, 10,910 were allocated for creating topic
modeling models. The remaining 1,210 documents
were designated as test sets for the comprehensive
evaluation of the entire system. A practical test set
for the system requires documents that undergo tex-
tual and visual analyses. Specifically, efforts were di-
rected towards selecting random documents from the
web directory, ensuring they possess a substantial tex-
tual component and a minimum of three images. A
DOM Parser algorithm was used to identify and re-
tain a “valid” multimedia document aligned with the
system’s objectives.
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Table 2: Categories with WordNet Synsets and Definitions.

Category Synset Definition Offset

Arts art.n.01 The products of human creativity; works of art collectively 2,743,547
Business commercial enterprise

.n.02
The activity of providing goods and services involving fi-
nancial and commercial and industrial aspects

1,094,725

Computers computer.n.01 A machine for performing calculations automatically 3,082,979
Games game.n.01 A contest with rules to determine a winner 455,599
Health health.n.01 A healthy state of well-being free from disease 14,447,908
News news.n.01 Information about recent and important events 6,642,138
Science science.n.01 A particular branch of scientific knowledge 5,999,797
Shopping shopping.n.01 Searching for or buying goods or services 81,836
Society society.n.01 An extended social group having a distinctive cultural and

economic organization
7,966,140

Sports sport.n.01 An active diversion requiring physical exertion and compe-
tition

523,513

4.2 Textual Topic Detection

The process of annotating the DMOZ category shown
in Table 2 makes the classification using the selected
algorithms easier for comparison of the resulted topic
detection task because they return no information
about the DMOZ category but only about the num-
ber of topics that represent the main topic of the text
corpus of the web page.

To ensure a comprehensive evaluation of our sys-
tem’s performance, we compare two established ref-
erence algorithms widely employed in topic detection
research: Latent Semantic Analysis (LSA) and Latent
Dirichlet Allocation (LDA). Latent Semantic Analy-
sis (LSA) (Landauer et al., 1998) employs a vectorial
representation approach to capture the essence of a
document using the bag-of-words model. Meanwhile,
Latent Dirichlet Allocation (LDA) (Blei et al., 2003)
is a text-mining model rooted in statistical method-
ologies. By benchmarking our system against these
reference algorithms, we aim to provide a robust as-
sessment of its efficacy in comparison to established
techniques in the realm of topic detection.

The three selected strategy performance for tex-
tual topic detection, compared with SBERT, are pre-
sented in Figure 4 and summarized in Table 3. The

Table 3: Accuracy score detail for textual topic detection.

Algorithm Accuracy Num. Correct

LSA 0.1 117
LDA 0.34 407
SBERT 0.53 620

SBERT model yielded the most favorable results re-
garding accuracy for textual topic detection, followed
by LDA, while the LSA algorithm demonstrated com-
paratively lower performance. This discrepancy may
be attributed to the outcomes being contingent on

the feasibility of mapping DMOZ categories onto the
concepts within the proposed ontology, as made in
Table 2. Notably, in the case of LSA, the dimin-
ished accuracy appears linked to challenges associat-
ing specific topics generated by the model with their
corresponding WordNet synsets. It can be postulated
that SBERT exhibits superior generalization in con-
cept recognition and is adept at mitigating noise in-
herent in specific datasets. Algorithm 1 shows the
pseudo-code of the procedure adopted for detecting
the textual topic from the full text of the web page
using SBERT.

Algorithm 1: Detect Topics.

1: function PREPROCESS TEXT(text)
2: return Tokenize, lemmatize, and remove stop

words from text
3: end function
4: function DETECT TOPICS(text, num clusters)
5: processed text← PREPROCESS TEXT(text)
6: embeddings ← Generate SBERT embeddings for

processed text
7: clusters ← Apply k-means clustering with

num clusters to embeddings
8: for each cluster do
9: synset map ← Map words to WordNet synsets in

processed text
10: top synset ← Identify most common synset in

synset map
11: Associate top synset with the cluster as the repre-

sentative topic
end

12: return (detected topics, associated synsets)
13: end function

4.3 Visual Topic Detection

The task of visual topic detection harnesses multi-
media components, particularly images, to identify a
document’s primary topic, enhancing the overall per-
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formance of our framework. Our methodology takes
a comprehensive approach to visual topic detection,
employing three distinct configurations based on dif-
ferent feature extraction methods. This thorough ex-
ploration allows us to understand the strengths and
limitations of each method.

PHOG (Bosch et al., 2007) is a global feature rep-
resentation method that ensures comprehensive fea-
ture extraction and accuracy through dense grid com-
putation and local contrast normalization with over-
lapping regions, making it suitable for precise visual
analysis tasks.

SIFT (Lowe, 2004) is a robust local feature extrac-
tion technique that identifies key points of interest in
gray-scale images, providing invariant descriptors for
translation, rotation, and scaling, and is widely used
in computer vision tasks.

VGG19 (Simonyan and Zisserman, 2014) is a
deep convolutional neural network (CNN) designed
for image classification tasks, with 19 layers, includ-
ing convolutional and fully connected layers. It ex-
tracts visual content representation from intermediate
layers, particularly the last max pooling layer, yield-
ing deep features suitable for topic detection.

Evaluation of the three configurations based on
utilized features (presented in Figure 4 and summa-
rized in Table 4) reveals VGG19 features exhibit the
highest accuracy, followed by PHOG and SIFT. These
results align with expectations, as VGG19 and PHOG
are promising candidates for precise feature match-
ing, albeit with VGG19’s computational time trade-
off due to its high dimensionality.

PHOG’s superior accuracy over SIFT is attributed
to its global nature. However, it can also be inter-
preted as a local feature due to its processing of im-
ages at various scales and resolutions. Selection of
the optimal feature depends on a comprehensive anal-
ysis of the combined strategy and specific application
requirements.

Table 4: Accuracy score detail for visual topic detection.

Algorithm Accuracy Num. Correct

SIFT 0.29 471
PHOG 0.39 348
VGG19 0.82 1331

4.4 Text-to-Image Generation

In our proposed strategy, an additional step involves
generating multimedia data, prompting us to iden-
tify the most suitable model for this task. We eval-
uate three different models: StackGAN (Zhang et al.,
2017), AttnGAN (Xu et al., 2018), and Stable Diffu-

sion (Rombach et al., 2022). StackGAN employs a hi-
erarchical Generative Adversarial Network for multi-
stage image synthesis, progressively generating high-
resolution images. AttnGAN incorporates attention
mechanisms to enhance fine-grained image genera-
tion by focusing selectively on relevant regions. Sta-
ble Diffusion utilizes stable diffusion processes, con-
trolling the gradual evolution of generated images to
achieve high-quality synthesis. To assess fidelity in
generated images from textual descriptions, we con-
sider several metrics addressing different aspects of
image fidelity. The Fréchet Inception Distance (FID)
quantifies dissimilarity between the distributions of
real and generated images, offering a comprehen-
sive assessment. Other metrics, such as R-precision,
Semantic Object Accuracy (SOA), and CLIP score,
evaluate image-text matching. R-precision measures
visual-semantic similarity by ranking retrieval results
based on image and text features. SOA assesses ob-
ject detection in images, providing class (SOA-C) and
image (SOA-I) averages to gauge model alignment
with textual descriptions. As highlighted in (Hinz
et al., 2020), not all metrics are equally suited for
evaluating generative models. Metrics like FID, SOA,
and CLIP score better align with human visual assess-
ment than IS and R-precision. Thus, we focus on the
FID score, SOA metric, and CLIP score as crucial
metrics for evaluating the generative model’s perfor-
mance. In Table 5, we have reported some metrics
comparisons obtained during the evaluation process.
The results show that Stable Diffusion is the model
that best generates visually correct images that repre-
sent the textual prompt used for generation purposes.

4.5 Combined Topic Detection

The objective of the combined topic detection is
to allocate a singular score based on weights as-
signed to individual textual and visual topic detec-
tion classifiers. The integration employs SUM and
Ordered Weighted Averaging (OWA) operators. Var-
ious weight combinations have been systematically
tested for each proposed scheme, excluding the OWA
schema that employs OWA operators, providing a
fuzzy logic approach. This comprehensive evaluation
aims to identify optimal weight configurations con-
tributing to an effective and nuanced integration of
textual and visual topic detection outputs.

We decided to define four types of combination
between the textual and visual strategy: the A com-
bination pertains to the tests detailed earlier, wherein
visual topic detection demonstrated superior perfor-
mance. The B combination represents an average of
computed scores, while the C combination assigns
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Figure 4: Accuracy comparison between the selected methods of textual topic detection (on the left) and visual topic detection
(on the right).

Table 5: Metrics value comparison between GAN generative models and Stable Diffusion.

Model FID CLIP SOA-C SOA-I R-precision

StackGAN (Zhang et al., 2017) 12.50 23.18 25.88 39.01 68.40
AttnGAN (Xu et al., 2018) 9.14 28.39 31.70 47.78 83.79
Stable Diffusion (Rombach et al., 2022) 7.31 32.03 33.27 51.81 92.53

greater importance to textual topic detection. Addi-
tionally, a combination was tested using OWA oper-
ators, denoted as the D scheme, with a weight vec-
tor w⃗ = (0.65,0.35). This diverse set of combina-
tions aims to thoroughly explore the interplay be-
tween textual and visual topic detection and iden-
tify optimal configurations for comprehensive evalu-
ation. The testing procedure encompasses 36 combi-
nations, employing schemes outlined in Table 6. In

Table 6: Weight configuration mapping for combined topic
detection.

Combination Text topic
weight

Image topic
weight

A 0.4 0.6
B 0.5 0.5
C 0.6 0.4
D 0.65 0.35

Figure 5, all results in classification accuracy among
the described combinations are presented. Combina-
tions incorporating visual topic detection and a fuzzy
logic approach (combination D) are the most effec-
tive, particularly with deep feature-based schemas
achieving high accuracy. However, textual topic de-
tection schemes exhibit lower or similar accuracy.
Combinations with equal weights for both classifiers
can sometimes yield suboptimal classification accu-
racy.

Visual classifiers with high accuracy significantly
contribute to topic detection due to their enhanced
discriminatory capabilities, particularly when images
better represent specific concepts. However, terms
with multiple meanings introduce uncertainty in the
task. Despite their high computational demands, the

SBERT model approach and VGG19 network-based
visual topic detection yield the best results. The cate-
gorization process is an offline task prioritizing accu-
racy within the specific domain of interest.

Table 7 only summarizes the most significant ex-
periments. The decision to choose the strategy for ex-
tracting topics from text and images and the method
of combination used for classification was based on
minimizing noise introduced by the image generation
step, ensuring its inclusion as a variable in the evalu-
ation step.

5 CONCLUSIONS AND FUTURE
WORKS

In this work, we have proposed an innovative way to
classify web documents using a generative approach
and combined topic detection algorithm. We have un-
veiled promising directions for advancing the capa-
bilities of an ontology-driven focused crawler. Ex-
ploring its extension to diverse conceptual domains,
accompanied by a comparative assessment across var-
ious ontologies and knowledge bases, offers valuable
insights into its adaptability and performance in cap-
turing domain-specific information. Additionally, the
investigation into alternative deep learning architec-
tures, encompassing attention mechanisms, genera-
tive models, and self-supervised learning, holds the
potential for augmenting the efficacy of image classi-
fication and retrieval tasks.

By evaluating different strategies and weighting
schemes for merging textual and visual classifica-
tions, we have refined the model’s performance. This
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Figure 5: Accuracy performance among all the combinations selected, with all the visual and textual topic detection strategies
descripted.

Table 7: Most relevant test details for combined topic detection.

Combination Accuracy Num.
Correct

Combination Accuracy Num.
Correct

Combination Accuracy Num.
Correct

LSA-SIFT-A 0.29 348 LDA-SIFT-A 0.29 348 SBERT-SIFT-A 0.29 348
LSA-SIFT-B 0.08 100 LDA-SIFT-B 0.12 147 SBERT-SIFT-B 0.09 108
LSA-SIFT-C 0.10 117 LDA-SIFT-C 0.34 408 SBERT-SIFT-C 0.32 389
LSA-SIFT-D 0.33 402 LDA-SIFT-D 0.50 609 SBERT-SIFT-D 0.52 629
LSA-PHOG-A 0.39 471 LDA-PHOG-A 0.39 471 SBERT-PHOG-A 0.39 471
LSA-PHOG-B 0.09 108 LDA-PHOG-B 0.14 171 SBERT-PHOG-B 0.12 149
LSA-PHOG-C 0.10 117 LDA-PHOG-C 0.34 408 SBERT-PHOG-C 0.32 389
LSA-PHOG-D 0.40 480 LDA-PHOG-D 0.58 708 SBERT-PHOG-D 0.59 711
LSA-VGG19-A 0.44 539 LDA-VGG19-A 0.70 846 SBERT-VGG19-A 0.70 846
LSA-VGG19-B 0.09 111 LDA-VGG19-B 0.24 288 SBERT-VGG19-B 0.22 270
LSA-VGG19-C 0.10 117 LDA-VGG19-C 0.34 408 SBERT-VGG19-C 0.32 389
LSA-VGG19-D 0.70 852 LDA-VGG19-D 0.80 966 SBERT-VGG19-D 0.80 965

process has also enhanced our understanding of the
robustness and sensitivity of these strategies under
various conditions. Moreover, the expansion of the
focused crawler framework to include multimedia
content such as audio, video, and 3D models suggests
a comprehensive approach to web page analysis. This
expansion has the potential to significantly enhance
our understanding of multimedia-rich online content,
thereby improving the overall web document classifi-
cation process.
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Abstract: Antibiotic resistance is a potential challenge to global health. It limits the effect of antibiotics on humans. An-
tibiotic resistant genes (ARG) are primarily associated with acquired resistance, where bacteria gain resistance
through horizontal gene transfer or mutation. Hence, the identification of ARGs is essential for the treatment
of infections and understanding the resistance mechanism. Though there are several methods for ARG identi-
fication, the majority of them are based on sequence alignment and hence fail to provide accurate results when
the ARGs diverge from those in the reference ARG databases. Additionally, a significant fraction of pro-
teins still need to be accounted for in public repositories. This work introduces a multi-task ensemble model
called ARG-LLM of multiple large language models (LLMs) for ARG identification and antibiotic category
prediction. We finetuned three pre-trained protein language LLMs, ProtBert, ProtAlbert, and Evolutionary
Scale Modelling (ESM), with the ARG prediction data. The predictions of the finetuned models are combined
using a majority vote ensembling approach to identify the ARG sequences. Then, another ProtBert model is
fine-tuned for the antibiotic category prediction task. Experiments are conducted to establish the superiority of
the proposed ARG-LLM using the PLM-ARGDB dataset. Results demonstrate that ARG-LLM outperforms
other state-of-the-art methods with the best Recall of 96.2%, F1-score of 94.4%, and MCC of 90%.

1 INTRODUCTION

Antibiotics are one of the significant discoveries of
the 20th century, saving millions of lives from infec-
tious diseases. However, their widespread use and
misuse make pathogens increasingly resistant to an-
tibiotics. The World Health Organization (WHO) has
listed antibiotic resistance among the top 10 threats to
global health. Furthermore, according to WHO, an-
tibiotic resistance directly caused 1.27 million deaths
worldwide in 2019, and if no action is taken, this
number is predicted to increase to 10 million by
2050 (Murray et al., 2022; Lázár and Kishony, 2019).
Additionally, antibiotic resistance is spread between
pathogens by transferring antibiotic resistant genes
(ARG) through food, water, animals, and humans.
Therefore, identifying ARG in pathogens is signifi-
cant in stopping their spread, understanding the resis-
tance mechanism, and developing the targeted treat-
ment or control measures. Global efforts such as the
Global Antimicrobial Resistance Surveillance System
and the Global Antibiotic Research and Development

a https://orcid.org/0009-0000-6297-4407
b https://orcid.org/0000-0002-1773-8779

Partnership have been initiated for this. The pri-
mary focus of these consortium efforts is to develop
an efficient tool for identifying antibiotic resistance
(Mendelson M, 2015). Culture-based Antibiotic Sus-
ceptibility Tests (AST) are the standard practice in
clinical microbiology that determine the effectiveness
of antibiotics against specific bacteria. However, it
takes weeks to get the results and does not apply to
the unculturable bacteria (Pham and Kim, 2012).

The emergence of high-throughput DNA sequenc-
ing techniques in metagenomics helped the develop-
ment of various tools to profile the DNA of pathogens
and increased the amount of DNA and protein se-
quences in public databases. For example, UniProt
(Consortium, 2015) is the largest collection of pro-
tein sequences available after merging it with pro-
teins translated from multiple metagenomic sequenc-
ing projects. This, in turn, encouraged researchers to
enhance the understanding of the functional diversity
of microbial communities significantly. This knowl-
edge helped identify ARGs in different pathogens
present in livestock manure, compost, wastewater
treatment plants, soil, water, and the human micro-
biome (Mao et al., 2015; Pehrsson et al., 2016). How-
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ever, the main challenge faced by researchers is a no-
table portion of proteins remains unannotated.

ARG identification methods are categorized into
sequence-based alignment or assembly and machine
learning (ML)-based. For alignment-based methods
(McArthur et al., 2013), the query ARG sequence
is compared against the existing ARG sequences in
the database using alignment tools such as BLAST
(Altschul et al., 1990), DIAMOND (Buchfink et al.,
2015), and BWA (Li and Durbin, 2009). Although
these methods are widely used in ARG identifica-
tion, they also have disadvantages. For example,
the sequence-based methods may miss novel genes
that are not present in the reference genome database
(Chowdhury et al., 2019), and the accurate results are
highly dependent on the value of the critical hyper-
parameter, such as the similarity threshold (Li et al.,
2021). Alternatively, multiple ML methods have been
developed for ARG identification tasks (Gibson et al.,
2015; Arango-Argoty et al., 2018a). ML-based meth-
ods depend on the features representing the character-
istics of ARGs (Ruppé et al., 2019) and learn the sta-
tistical patterns of ARGs. So, ML methods are able
to identify novel genes (Li et al., 2018). However, the
ML methods are trained using the genetic features ex-
tracted from the ARG sequences of the particular or-
ganism of interest. This limits their capacity to a more
generalized applicability. Deep learning (DL) meth-
ods are especially powerful due to their inherent capa-
bility to learn features, avoiding separate feature ex-
traction. In both ML and DL methods, researchers al-
ways try to improve and optimize classification mod-
els to achieve better accuracy. Ensemble learning is
a widely used technique to enhance classification ac-
curacy (Miah et al., 2024). It aggregates two or more
base classifiers to improve the predictive performance
of the combined classifier, and it overcomes the weak-
ness of a single weak base classifier.

Presently, to uncover the properties of the novel
ARGs, the ideas embedded in natural language pro-
cessing (NLP) are adopted into protein sequence pro-
cessing. Protein sequences are considered as sen-
tences in protein language, and then NLP techniques
are used to extract the features in the protein se-
quences. In particular, transformer-based large lan-
guage models (LLM) (Devlin et al., 2018) have
achieved state-of-the-art (SOTA) performance for
several NLP and protein language tasks (Bepler and
Berger, 2021). Few LLM-based ARG identification
models have been developed (Wu et al., 2023) for
ARG identification. These models have been widely
used as feature extractors, demonstrating significant
improvements in various tasks. However, finetuning
the pre-trained model further improves the model’s
predictive power. Finetuning involves training a pre-

trained model further on a specific task or dataset
to enhance its performance for that task. Since the
model is already pre-trained on a large dataset, fine-
tuning requires significantly less time and computa-
tional resources. Hence, an ARG prediction tool that
harnesses the power of LLM-based models is in high
demand.

In this work, a multi-task ensemble model, ARG-
LLM, is used to leverage the prediction of ARG and
then further identify what antibiotic family it is resis-
tant to. It harnesses the capabilities of three publicly
available pre-trained transformer-based LLMs such as
ProtBert (Elnaggar et al., 2021), ProtAlbert (Elnag-
gar et al., 2021), and Evolutionary Scale Modelling
(ESM) (Rao et al., 2021). In the first task, the three
LLMs are finetuned with the ARG prediction dataset.
The prediction output of each of the language models
is passed through a majority-voting ensemble method.
In the second task, the ProtBert model is finetuned
with the Antibiotic category prediction dataset, and
those sequences predicted as ARGs in the first task
are further passed through the fine-tuned model for
the prediction of antibiotic categories.

This paper is organized as follows. Section 2 re-
views previous works done in ARG prediction and
Antibiotic category prediction tasks. Details of the
dataset used in this work are explained in Section 3.
Section 4 presents the methodology. The experiments
and the evaluation metrics are provided in Section 5.
The results and discussion are presented in Section
6. Section 7 provides the conclusion and the future
work.

2 RELATED WORKS

Antibiotic resistance is a serious global threat to hu-
man health that urgently requires practical action.
Identifying antibiotic resistant genes is a crucial step
in understanding the mechanism of antibiotic resis-
tance. This section covers an overview of the related
works introduced in the ARG identification field, em-
phasizing the works done using ML and DL methods.

The traditional computational methods devel-
oped for ARG identification are all sequence-
based. Hence, they are designed to identify specific
pathogens’ ARGs. For instance, ResFinder (Klein-
heinz et al., 2014) predicts specifically plasmid-borne
ARGs and the tool developed in (Bradley et al., 2015)
is dedicated to 12 types of antimicrobials. Simi-
larly, another study (Davis et al., 2016) is limited to
identifying ARGs encoding resistance to carbapenem,
methicillin, and beta-lactam antibiotics. Most of
these tools identify the query sequence’s similarity
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with the sequences in the existing microbial resis-
tance databases, using a ”best hit” approach to pre-
dict whether a sequence is an ARG. These methods
require a cutoff threshold to identify the similarity be-
tween the sequences. This restricts those models from
identifying novel ARGs (McArthur and Tsang, 2017).
To overcome the disadvantages of the previous meth-
ods, many ML and DL-based methods have been in-
troduced.

The work by Arango et al. (Arango-Argoty et al.,
2018b) introduced DeepARG, a novel DL approach
for predicting ARGs from metagenomic data. It con-
tained two components: DeepARG-SS for classifying
short reads and DeepARG-LS for annotating novel
ARG genes. It used a Deep Neural Network (DNN)
architecture for predicting ARGs from metagenomic
data, and a bitscore-based dissimilarity index was
used as the feature for the DL model. The DeepARG-
SS model, trained on short sequence reads, achieved
an overall precision of 0.97 and recall of 0.91 for the
30 antibiotic categories tested.

The HMD-ARG model in (Li et al., 2021) con-
sisted of hierarchically connected three DL models
that predict ARG properties by focusing on antibiotic
resistance type, mechanism, and gene mobility. Con-
volutional Neural Network (CNN) models were used
at each level. At the first level, the sequences were
classified into ARG or not. The ARG sequences were
classified in the second level based on the resistant
antibiotic family, resistant mechanism, and gene mo-
bility information. In the final level, if the predicted
antibiotic family was beta-lactamase, the framework
further predicted the subclass of beta-lactamase. The
framework could identify ARGs without querying ex-
isting databases. The HMD-ARG model achieved
an Accuracy of 0.948, Precision of 0.939, Recall of
0.951, and F1 of 0.938.

Another work named ARG-SHINE by (Wang
et al., 2021) introduced a novel ARG prediction
framework by integrating sequence homology and
functional information with DL techniques. It used
CNN for the classification. This framework proposed
the method to combine sequence homology, func-
tional information, and DL, and the integration im-
proved antibiotic resistance prediction accuracy. The
ARG-SHINE model achieved an Accuracy of 0.8557
and an F1 of 0.8595.

A recent work named PLM-ARG proposed by
(Wu et al., 2023) introduced a novel method for ARG
identification using a pre-trained protein language
model, ESM-1b. It harnessed the power of ESM-
1b to generate embedding for protein sequences and
utilized the Extreme Gradient Boosting (XGBoost)
ML model to classify the antibiotic category. The
study provided insights into applying Artificial Intel-

ligence (AI)-powered language models for ARG iden-
tification. The PLM-ARG model achieved an Accu-
racy of 0.912, Precision of 1, Recall of 0.825, F1 of
0.904, and Mathews Correlation Coefficient (MCC)
of 0.838.

The literature review shows that the efficacy of
transformer-based NLP models is less utilized in the
ARG identification task. Researchers have identified
that finetuning the transformer-based models gives an
exceptional performance in NLP tasks (Devlin et al.,
2018). However, finetuning the transformer-based
models for ARG prediction with the ARG dataset has
yet to be explored. Hence, in this work, we finetune
the protein language models and use the finetuned
model for classification. Additionally, we utilized the
capacity of ensembling the prediction of the finetuned
models to identify ARG sequences.

3 DATASET

We collected antibiotic resistance gene sequences
from the published ARG database PLM-ARGDB
(Wu et al., 2023). It contains 57158 gene sequences,
28579 of which are labeled as ARG and 28579 of
which are labeled as non-ARGs. The sequences
which are labeled as ARG are further labeled with
their antibiotic category. The 26391 ARGs in the
28579 ARG sequences are labeled with 22 explicit
resistance categories, and 2188 ARGs are tagged
with a general category “multi-drug” or “antibiotic
without defined classification.” PLM-ARGDB is con-
structed by extracting ARG sequences from six pub-
licly available ARG databases, as 4790 from CARD
(Jia et al., 2016), 859 from ResFinder (Zankari et al.,
2012), 2044 from MEGARes (Lakin et al., 2017), 444
from AMRFinderPlus (Feldgarden et al., 2019), 9863
from ARGMiner, and 10579 from HMD-ARG-DB
(Li et al., 2021). The non-ARG sequences are taken
from the UniProt database.

4 PROPOSED METHODOLOGY

In this work, we introduce a novel multi-task en-
semble framework, ARG-LLM, which automatically
identifies the ARGs and the categories of antibi-
otics to which the pathogen is resistant. Figure 1
presents the overall methodology of this work. ARG-
LLM performs two tasks: one is the ARG predic-
tion task, and the other is the Antibiotic category
prediction task. ARG-LLM starts with preprocess-
ing the dataset and preparing the data for subsequent
finetuning and prediction. The ARG prediction task
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Figure 1: Overview of the proposed methodology.

finetunes the pre-trained base LLM models, such as
ProtBert, ProtAlbert, and ESM. Then, these finetuned
models (ProtBert bin, ProtAlbert bin, ESM bin) are
used as base classifiers for the majority voting classi-

fier to predict whether the given sequence is ARG or
not. The Antibiotic category prediction task finetunes
the ProtBert model and then predicts the categories of
antibiotics for those sequences that are predicted as
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ARG during the ARG prediction task. The following
subsections explain each step in detail.

4.1 Preprocessing

In this step, the sequences are read from the database
which is in the format of a FASTA file. The ARG
sequences labeled ”multi-drug” or ”antibiotic without
defined classification” are changed to the label ”oth-
ers”. Thus, the sequences have two labels, where one
is the ARG label and the other 21 are the antibiotic
categories label. The ARG label is given as 0 or 1,
where 0 represents non-ARG and 1 represents ARG.
The antibiotic category labels are present for only
those sequences with ARG equal to 1. The antibiotic
category labels are transformed into a binary matrix
format using sklearn MultiLabelBinarizer(). Then,
separate train and validation sets are formed, one for
the binary (ARG) prediction and the other for the mul-
tilabel (Antibiotic category) prediction. Hence, in this
work, we refer to the ARG prediction dataset as the
training and validation datasets used for ARG pre-
diction. These datasets contain only the protein se-
quences and their ARG labels. Furthermore, these
datasets are used to finetune the three base LLMs.
Similarly, we refer to the Antibiotic category predic-
tion dataset as the train and the validation datasets
used for Antibiotic category prediction. This dataset
contains the protein sequences and their Antibiotic
category labels, which are used to finetune the Prot-
Bert model for Antibiotic category prediction.

4.2 Architecture of ARG-LLM

The two tasks of ARG-LLM are explained in the fol-
lowing subsections.

4.2.1 ARG Prediction

ARG prediction task includes finetuning the base
LLM models with ARG prediction dataset, and
combine the predictions done by the finetuned model
using ensemble prediction.

a) Finetuning the LLMs:
This task utilized three transformer-based LLMs.
The transformer model was introduced in 2017
by Vaswani et al. (Vaswani et al., 2017). It is a
neural network model that understands the context
of the input sequence. Usually, the transformer
has an encoder-decoder architecture. However, the
pre-trained models used in this study are based
on Encoder-only Transformer (EOT) architecture
because they focus on generating embedding for the
protein sequences. EOT understands the features

S P G ...

Feedforward

Add&Norm

Add&Norm

Multi-Head
attention

Tokenization and
Encoding

Input protein sequence

Representation

A
 si

ng
le

 la
ye

r o
f e

nc
od

er

Query key

V
al

ue

Figure 2: Architecture of a single layer of transformer en-
coder.

and patterns in the input sequence and generates a
representation for the input. The encoder is a stack of
multiple layers. The encoder takes the input protein
sequences composed of amino acids, passes them
through a series of operations, and generates the
abstract representation that encapsulates the learned
information from the entire sequence.

Figure 2 shows a single encoder layer in the trans-
former. It comprises of three modules: tokeniza-
tion and encoding module, self-attention module, and
feed-forward module. Tokenization aims to tokenize
each amino acid (word) in the protein sequence (sen-
tence). Then, the encoding step converts each token
to a vector. In order to provide information about the
position of a token in the sequence, positional encod-
ing is then added to the vector of each token. Since
transformers lack an inherent sense of sequence or-
der, positional encoding is necessary to add informa-
tion about the order of tokens in each sequence. All
the pre-trained models used in this study use absolute
positional encoding (Vaswani et al., 2017). Absolute
positional encoding uses sine and cosine functions to
generate a unique vector for each token’s fixed posi-
tion in the sequence. These vectors are added to the
input representations of amino acids before being fed
into the transformer layers. The positional encoding
for each position pos pos is calculated as follows.

PE(pos,2i) = sin(
pos

100002i/dmodel
)

PE(pos,2i+1) = cos(
pos

100002i/dmodel
)

(1)

where i is the dimension of the positional encoding,
dmodel is the dimensionality of the encoded input.

The self-attention module consists of self-
attention and layer normalization. Self-attention
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uses a multi-head attention mechanism to relate each
amino acid in the input protein sequence with other
amino acids. The encoded vector of each amino acid
(token) is then fed to three parameters: Query (Q),
Key (K), and Value (V). Q is a vector representing the
token for which the attention scores are calculated. K
are vectors associated with each token in the sequence
and are used to compare against the Q vector to com-
pute a score. V are vectors the same as K but are used
to calculate the final representation of the word after
the attention mechanism is applied. In a multi-head
attention mechanism with h heads, the Q, K, and V
are linearly projected, and h versions of Q, K, and V
are obtained as follows.

Qi = XW Q
i ; Ki = XW K

i ; Vi = XWV
i (2)

where i = 1,2, · · ·,h,
W Q

i ,W K
i , and WV

i are the learned projection matrices
for head i, and X is the input tokens matrix.

Each attention head i performs a scaled dot prod-
uct attention as follows.

Attention(Qi,Ki,Vi) = so f tmax(
QiKT

i√
dk

)Vi (3)

where dk is the dimension of the Key vectors.
After computing the attention from all the heads,

the attention vectors are concatenated and trans-
formed using a linear transformation as given below.

MultiHead(Q,K,V ) = concat(head1,head2, · · ·,
headh)W O

(4)

where headi = Attention(Qi,Ki,Vi), and W O is the
learned weight matrix for linear transformation.

By computing attention scores across multiple
heads and combining the results, the transformer
model can better understand the context and depen-
dencies within the data. The output of the multi-head
attention is added to the input using the residual con-
nection, and the sum is passed to the layer normaliza-
tion operation.

The output of the self-attention module is passed
to the feed-forward module. The feed-forward mod-
ule consists of a fully connected feed-forward net-
work containing two linear transformations with a
ReLU activation in between. Equation 5 shows the
feed-forward network operation performed on input
x.

FFN(x) = ReLU(W1x+b1)W2 +b2 (5)

where W1, W2 are the learned weight matrices, and b1,
b2 are biases.

The output of the feed-forward module is added
to its input using a residual connection, followed by
layer normalization. These operations are performed
in each of the layers of the encoder. The transformer
encoder can have N such layers. The output of the
final encoder layer is the abstract representation of the
input sequence with a rich contextual understanding.

After the success of transformers in many NLP
tasks, Devlin et al. introduced a bidirectional Encoder
Only transformer called Bidirectional Encoder Rep-
resentations from Transformers (BERT) for text pro-
cessing in 2018 (Devlin et al., 2018). BERT differs
from traditional transformer models by using a bidi-
rectional approach, meaning it considers the context
from both the left and right sides of a sequence. BERT
is pre-trained on a large corpus of text using two unsu-
pervised tasks: Masked Language Modeling (MLM)
(Taylor, 1953) and Next Sentence Prediction (NSP).
BERT can be adapted to various NLP tasks by adding
a simple output layer. The models used in this work,
such as ProtBert, ProtAlbert, and ESM, are based on
the BERT architecture.
ProtBert: It is a protein-specific variant of BERT1

developed by training the pre-trained BERT model
using 393 billion amino acid sequences from UniRef
(Suzek et al., 2015) and BFD(Steinegger and Söding,
2018) databases. It is trained using MLM objective
in a self-supervised manner. The number of layers
of ProtBert was increased to 30 compared to BERT,
which had 24 layers.
ProtAlbert: It is a protein-specific variant of A Lite
BERT(ALBERT 2) model developed by pretraining
the Albert model using UniRef100 (Suzek et al.,
2015) dataset. Albert models use parameter sharing
across layers, which reduces the total number of pa-
rameters while maintaining a similar model depth,
making it a Lite version of BERT.
ESM: It is a transformer-based model designed ex-
plicitly for protein sequence analysis and was devel-
oped by Meta AI (formerly Facebook AI Research).
ESM is trained with UniRef50 (Suzek et al., 2015), a
massive dataset of 250 million protein sequences en-
compassing 86 billion amino acids. The model uti-
lizes unsupervised learning to learn representations
that capture biological properties and evolutionary di-
versity from sequence data. It comes in different vari-
ants based on the number of parameters and layers. In
this work, we used ”esm2 t12 35M UR50D”, which
refers to a specific variant or configuration of the ESM
model.

To finetune the pre-trained LLMs for the ARG
prediction task, the model is modified by adding a

1https://github.com/google-research/bert
2https://github.com/google-research/albert
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Figure 3: Architecture of the classification head.

classification head on top of the model architecture.
Figure 3 presents the architecture of classification
head. It includes two fully connected layers with a
ReLU activation function. Each fully connected layer
is followed by a dropout layer. Finally, a softmax ac-
tivation function is used for the classification.

Then we train the entire model with the ARG
prediction dataset. During training, only the weights
of the last k layers of the pre-trained model and the
newly added classification head are updated based on
the loss calculated from the classification task. The
loss function used here is the Binary Cross Entropy
(BCE) loss. After finetuning, the finetuned models
are called ProtBert bin, ProtAlbert bin, and ESM bin
respectively.

b) ARG Prediction using Ensemble of Finetuned
LLMs:
The finetuned models are used for prediction with
the test data. The predictions furnished by the
models mentioned above are combined through a
process known as majority voting (Dietterich, 2000).
This entails tallying the occurrences of ARG and
non-ARG labels. The final prediction is obtained
depending on the votes achieved by each label. For
a given protein sequence x, base classifier hi, each
hi produces a predicted class label hi(x), then the
majority voting method can be performed as follows.

ŷ = argmaxc∈C

N

∑
i=1

1(hi(x) = c) (6)

where C = {ARG, non-ARG}; set of possible class
labels, N=3 is the number of base classifiers, 1 is the
indicator function, which return 1 if the argument is
true, argmax selects the class with the maximum vote
and ŷ is the final predicted class label.

4.2.2 Antibiotic Category Prediction

In this task, a ProtBert model with a classification
head for predicting the antibiotic categories of the
ARG sequences is finetuned with the Antibiotic cate-
gory prediction dataset. The finetuned model is called

ProtBert cat. Then, ProtBert cat is used to predict
the antibiotic categories of those sequences which are
predicted as ARG by the ensemble model.

5 EXPERIMENTAL SETUP AND
EVALUATION METRICS

5.1 Experimental Setup

The proposed framework is written in Python 3, and
the libraries used are Sklearn version 1.0.2 and Py-
torch version 1.13. All the experiments are executed
on an ml.g5.xlarge instance type in Amazon Sage-
Maker, equipped with an NVIDIA A10G Tensor Core
GPU and 24 GB dedicated memory. Table 1 presents
the parameters used by each LLM.

5.2 Evaluation Metrics

The performance of the proposed model is evaluated
using metrics like: F1-score (F1), accuracy, precision,
recall and Matthews Correlation Coefficient (MCC).
Let TP, TN, FP, and FN be the number of true pos-
itives, true negatives, false positives, and false neg-
atives, respectively, then each of the metrics is cal-
culated as follows. For the multilabel classification
of category prediction the model performance was
calculated based on micro-averages for each perfor-
mance metric. Each of the metric is calculated as
shown in equation 7.

Accuracy =
T P+T N

T P+FP+T N +FN

Recall =
T P

T P+FN

Precision =
T P

T P+FP

F1− score =
2×Precision×Recall

Precision+Recall

MCC =
T P×T N−FP×FN√

(T P+FP)(T P+FN)(T N +FP)(T N +FN)
(7)

6 RESULTS AND DISCUSSIONS

This section presents and discusses the results of the
proposed ensemble framework obtained on the test
dataset.
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Table 1: The parameters and configurations used by each model.

Parameters ProtBert ProtAlbert ESM
Number of Layers 30 12 12
Embedding Size 1024 4096 4096
Number of Parameters 420 M 224 M 35 M
Learning rate 0.0005 0.0005 0.0005
Optimizer Adam Adam Adam
Batch size 1 1 1
1st dense layer size in the classification head 512 512 512
2nd dense layer size in the classification head 128 128 128
number of unfrozen layers 8 5 8
Loss function BCE BCE BCE

Table 2: Comparison results of individual finetuned LLMs and ARG-LLM on ARG and Antibiotic category prediction (Best
results are highlighted in bold).

ARG Prediction Category Prediction
Accuracy Precision Recall F1 MCC Accuracy Precision Recall F1 MCC

ProtBert 0.9827 0.9689 0.9753 0.9721 0.9712 0.9168 0.9324 0.9289 0.9306 0.8754
ProtAlbert 0.9752 0.9638 0.9747 0.9692 0.9624 0.9175 0.9461 0.9293 0.9376 0.8854
ESM 0.9832 0.9723 0.9859 0.9791 0.9763 0.9281 0.9085 0.9612 0.9343 0.8967
ARG-LLM 0.9931 1 0.9859 0.9929 0.9862 0.9232 0.9261 0.9616 0.9435 0.9001

Table 3: Comparison with Pre-trained LLM models as embedding generator and XGBoost as classifier for ARG and Antibiotic
category prediction (Best results are highlighted in bold).

ARG Prediction Category Prediction
Accuracy Precision Recall F1 MCC Accuracy Precision Recall F1 MCC

ProtBert 0.9562 0.9678 0.9587 0.9632 0.9215 0.9108 0.9075 0.9151 0.9113 0.8941
ProtAlbert 0.9487 0.9758 0.9475 0.9614 0.9245 0.9012 0.9161 0.9327 0.9243 0.8995
ESM 0.9923 0.9954 0.9852 0.9902 0.9758 0.9174 0.9167 0.9296 0.9231 0.789
ARG-LLM 0.9931 1 0.9859 0.9929 0.9862 0.9232 0.9261 0.9616 0.9435 0.9001

Figure 4: Comparison of the performance of ARG-LLM with state-of-the-art approaches on Antibiotic category prediction.

6.1 Comparison with Individual
Finetuned LLMs

Experiments are conducted using the individual
finetuned models ProtBert bin, ProtAlbert bin, and
ESM bin separately for ARG prediction and the Prot-

Bert cat model for category prediction. The results
achieved by each individual finetuned model are com-
pared with those of ARG-LLM. Table 2 presents
the comparison results. The results show that the
ARG-LLM invariably delivered competitive results
across multiple metrics, highlighting its ability to pre-
dict ARG and its categories. The proposed model
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achieved the best accuracy of 0.9931, Precision of 1,
Recall of 0.9859, F1 of 0.9929, and MCC of 0.9862
for the ARG prediction task. For the Antibiotic cat-
egory prediction task, the ESM model achieves the
best accuracy with a value of 0.9281, and the Pro-
tAlbert model achieves the best Precision of 0.9461.
ARG-LLM achieves the best Recall, F1, and MCC
with values 0.9616, 0.9435, and 0.9001, respectively.
Additionally, the ESM model’s performance is signif-
icant out of the three transformer models, as it consis-
tently shows strong prediction capability.

6.2 Comparison with Pre-Trained
LLMs as Embedding Generators

In this experiment, the pre-trained ProtBert, Pro-
tAlbert, and ESM models are used to generate em-
beddings for the sequences in the dataset. Then,
the embeddings are provided as input for a subse-
quently trained XGBoost model for ARG prediction.
A trained multilabel XGBoost classifier is used to pre-
dict the antibiotic categories. The comparison results
are presented in Table 3. From the table 3, it is evident
that the ARG-LLM achieves the best performance on
the ARG prediction task with an Accuracy of 0.9931,
Precision of 1, Recall of 0.9859, F1 of 0.9929, and
MCC of 0.9862. Similarly, ARG-LLM outperforms
the antibiotic category prediction task with best Accu-
racy of 0.9232, Precision of 0.9262, Recall of 0.9616,
F1 of 0.9435, and MCC of 0.9001.

6.3 Comparison with SOTA Methods

Figure 4 compares ARG-LLM results with SOTA
methods like DeepArg (Arango-Argoty et al., 2018b),
HMD-ARG (Li et al., 2021), and PLM-ARG (Wu
et al., 2023) for Antibiotic category prediction. The
referenced studies have not provided the results of
ARG prediction, so we are unable to give a com-
parison of ARG prediction in this section. Also, the
referenced research HMD-ARG did not present the
MCC value in their work paper; thus, we are unable
to include it in our comparison. From the available
results, it can be observed that the highest accuracy
of 0.948 is achieved by the HMD-ARG model, and
the PLM-ARG model achieves the highest precision
of 1. However, ARG-LLM achieves the best Recall,
F1, and MCC of 0.962, 0.944, and 0.900, respectively.
Additionally, ARG-LLM achieves the 2nd highest ac-
curacy of 0.923. Overall, if F1 is taken as a metric,
ARG-LLM outperforms other SOTA methods.

Overall, this work aimed to predict ARG and
antibiotic resistance categories using an ensemble
of finetuned transformer-based LLMs. The exper-

imental results reveal promising performance gains
achieved by the ARG-LLM framework. The results
from Table 3 show that finetuning the pre-trained
LLMs improves their performance in classifying the
ARG sequences into their antibiotic categories. Fine-
tuning helps the model to adapt to the specific charac-
teristics of a new, smaller dataset relevant to the target
task. Similarly, from Table 2, it is clear that ensem-
bling the three LLMs led to a significant improvement
in performance.

7 CONCLUSION

We propose a multi-task ensemble model of fine-
tuned LLMs to leverage the prediction of ARG and
then further identify what antibiotic family it is re-
sistant to. The experimental results confirm the reli-
ability of the proposed model in identifying ARGs.
The comparison results show that finetuning a pre-
trained model with a task-specific dataset improves
the model’s performance. Additionally, ensemble
prediction with the fine-tuned LLMs further enhanced
the performance of the proposed model. The out-
comes of this experimentation have powerful impli-
cations for researchers and practitioners engaged in
ARG identification tasks. The proposed model can be
a powerful tool to alleviate the global threat of antibi-
otic resistance. In the future, the ARG structural in-
formation can be incorporated with the sequence fea-
tures to improve the performance of the model.
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Ruppé, E., Ghozlane, A., Tap, J., Pons, N., Alvarez, A.-S.,
Maziers, N., Cuesta, T., Hernando-Amado, S., Clares,
I., Martı́nez, J. L., et al. (2019). Prediction of the
intestinal resistome by a three-dimensional structure-
based method. Nature microbiology, 4(1):112–123.
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Abstract: In this paper, we propose food recommender systems based on users' historical food choices. Their advantage 
lies in providing personalized food suggestions for each user considering each meal. These systems are 
developed using two popular recommendation principles: neighbor-based and latent factor-based. In the 
neighbor-based model, the system aggregates the food choices of neighboring users to recommend food 
choices for the active user during the considered meal. In contrast, the latent factor-based model constructs 
and optimizes an objective function to learn positive representations of users, foods, and meals. In this new 
space, predicting users' food choices during meals becomes straightforward. Experimental results have 
demonstrated the effectiveness of the proposed models in specific cases. However, in a global statistical 
comparison, the latent factor-based model has proven to be more effective than the neighbor-based model. 

1 INTRODUCTION 

Recommender systems are increasingly playing an 
important role on digital platforms. On YouTube and 
Netflix, they help suggest videos that match users' 
past viewing experiences (Amatriain and Basilico, 
2015; Hong and Kim, 2016). Users on social 
networks are assisted by recommender systems in 
finding suitable friends (Ahmadian et al., 2020). On 
Amazon, thanks to recommender systems, users can 
quickly and accurately find desired items (Smith and 
Linden, 2017). Moreover, researchers are expanding 
traditional recommender systems to provide 
recommendations for groups of users (Nam, 2021a). 
As a result, recommender systems can fully meet 
users' needs, from individual preferences to group 
preferences. 

In this study, we focus on a specific domain of 
recommender systems, which is food 
recommendation. Many previous food recommender 
systems have aimed to provide the most optimal 
recommendations by suggesting foods that users are 
predicted to like after trying them (Twomey et al., 
2020; Jia et al., 2022; Hamdollahi et al., 2023; 
Bondevik et al., 2023). Such recommender systems 
are trained using preference data, which consists of 
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ratings given by users after trying the foods. The 
rating scale is typically diverse, ranging from "dislike 
very much" to "like very much". Therefore, it is 
difficult for users to provide ratings that accurately 
reflect their feelings about foods (Shen et al., 2019; 
Vy et al., 2024). Collecting a large and accurate 
number of ratings for food recommender systems 
requires significant cost and time. Hence, our study 
aims to propose a more neutral recommendation 
solution by suggesting foods that users are likely to 
choose. For these systems, the underlying training 
data is much easier to collect, as it consists of users' 
food choice history. 

Within the scope of this study, the distinguishing 
feature is considering meal information in the food 
recommendation process. Meal information directly 
influences users' food choices; for instance, users 
might choose a pastry for breakfast but not for lunch. 
Therefore, taking into account the user-food-meal 
correlation is more suitable for food recommendation 
systems compared to traditional models such as 
neighbor-based (Aggarwal, 2016) and latent factor-
based recommendations (Nam, 2021b), which only 
address the user-product correlation during the 
recommendation process. 
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Specifically, our contributions are as follows: 
• We extend two typical user-product 

recommendation models, namely neighbor-
based and latent factor-based models, to 
achieve user-food-meal recommendation 
models. 

• We conduct experiments to conclude the 
suitability of the neighbor-based and latent 
factor-based models for the user-food-meal 
recommendation problem. 

The structure of the paper is as follows. In section 
2, we analyze some limitations of previous studies on 
food recommendation. In section 3, we propose 
approaches to address these limitations. In section 4, 
experiments are conducted to evaluate the proposed 
approaches. Finally, we present the conclusions and 
future works. 

2 RELATED WORKS 

The core of food recommender systems is predicting 
a user's preference for a food, and then recommending 
the foods predicted to be the most liked. To achieve 
this, previous studies (Twomey et al., 2020; Jia et al., 
2022) have utilized the user's past food preferences 
and the descriptions of the foods to estimate how 
much the user would like a particular food. 
(Hamdollahi  et al., 2023) also incorporate user 
descriptions and food images to predict food 
preferences.  

One approach defines a similarity measure 
between the user vector and the food vector, 
recommending the food most similar to the user. To 
design this similarity measure, some studies use TF-
IDF and cosine measures (Chhipa et al., 2022; 

Padmavathi et al., 2023), while others use Positive 
Pointwise Mutual Information (PPMI) (Teng et al., 
2012; Zhang et al., 2022). Another approach 
(Mokdara et al., 2018) applies matrix factorization to 
learn features for representing both foods and users. 
This feature space facilitates the estimation of the 
compatibility between users and foods. Researchers 
improve the quality of this feature learning process by 
incorporating user tags (Ge et al., 2015). Another 
approach to matching users and foods is to use health 
rules combined with users' past preferences in certain 
contexts (Agapito et al, 2018; Vairale and Shukla, 
2021). 

It can be seen that previous studies have relied on 
users' past food preferences, typically indicated by a 
rating score ranging from 1 to 5, collected after users 
have experienced the foods. Due to this nature, the 
number of ratings collected is often very low, and the 
accuracy of these ratings is frequently not high (Vy et 
al., 2024). Evidence of this is apparent on platforms 
like Amazon, where users may leave highly positive 
textual reviews about an item but assign a low rating 
score, and vice versa (Shen et al., 2019). This 
discrepancy arises because users may not fully grasp 
the correlation between their preferences and the 
numerical rating scale, leading to ratings that do not 
accurately depict their true experience with the foods. 

Furthermore, a variety of additional information 
is utilized to enhance the accuracy of predicting users' 
food preferences. This includes food descriptions, 
nutritional principles, health considerations, and 
more (Gao et al, 2019; Zhang et al., 2022; Oskouei 
and Hashemzadeh, 2023). However, it is not always 
feasible to comprehensively collect all such 
information. Moreover, the use of excessive 
additional information can also reduce the flexibility 
of the system. 

 
Figure 1: The user-food-meal recommendation problem. 
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Given the limitations identified above, this paper 
proposes food recommendation models that rely 
solely on the easiest-to-collect information: users' 
food choice history. To better reflect real-world 
scenarios, users' food choices will be detailed for each 
meal. Detailed descriptions of the user-food-meal 
recommendation problem are provided in Subsection 
3.1. 

Collaborative filtering is one of the effective 
models for achieving good recommendations. The 
term "collaborative" means utilizing community data 
to provide recommendations of items to users. Its two 
typical models are neighbor-based (Aggarwal, 2016) 
and latent factor-based (Nam, 2021b). As mentioned 
earlier, our recommendation model not only involves 
users and foods but also meals. Therefore, our 
motivation is to extend these two user-product 
collaborative filtering models to user-food-meal 
recommendation models. Details of this extension 
will be presented in Subsections 3.2 and 3.3 

3 OUR PROPOSED 
APPROACHES 

3.1 User-Food-Meal Recommendation 
Problem 

Fig. 1 illustrates the user-food-meal recommendation 
problem addressed in this paper. Specifically, data on 
users' food choices during meals is collected. If a user 𝑢 ∈ 𝕌 = {𝑢ଵ, 𝑢ଶ, … , 𝑢}  chooses a food 𝑓 ∈ 𝔽 ={𝑓ଵ, 𝑓ଶ, … , 𝑓௧}  during a meal 𝑚 ∈ 𝕄 ={𝑚ଵ, 𝑚ଶ, … , 𝑚} , the corresponding value is 1, 
denoted by 𝑠௨,, = 1. For an active user 𝑢 seeking 
food recommendations during a meal 𝑚, the choices 
of 𝑢 for foods 𝑓 not yet experienced in meal 𝑚 need 
to be predicted (𝑠௨,, =∗). Foods predicted to be 
chosen by the active user will be recommended. Table 
1 presents the symbols used to describe the proposed 
approaches in Subsections 3.2 and 3.3. 

3.2 Neighbor-Based Model for  
User-Food-Meal Recommendation 
(NUFM) 

The principle of the neighbor-based model is to 
recommend products that users similar to the active 
user have liked in the past (Aggarwal, 2016; Vy et al, 
2024). In this section, we refine this principle to 
address the problem of recommending foods to users 
during meals, namely NUFM. 
 

Table 1: The symbols. 

Symbol Description 𝑢 ∈ 𝕌 = {𝑢ଵ, 𝑢ଶ, … , 𝑢} User 𝑓 ∈ 𝔽 = {𝑓ଵ, 𝑓ଶ, … , 𝑓௧} Food 𝑚 ∈ 𝕄 = {𝑚ଵ, 𝑚ଶ, … , 𝑚} Meal 𝑠௨,, = 1 User 𝑢  has chosen 
food 𝑓 during meal 𝑚𝑠௨,, =∗ User 𝑢 has not chosen 
food 𝑓 during meal 𝑚𝑠ෝ௨,, 
Predicting user 𝑢  's 
choice of food 𝑓 
during meal 𝑚

𝑠𝑖𝑚(𝑢(), 𝑢′(ᇱ)) 

The similarity 
between user 𝑢  in 
meal 𝑚 and user 𝑢′ in 
meal 𝑚′ 

𝑘 

The number of 
selected neighbors in 
neighbor-based 
models ℕ௨ Top 𝑘  𝑢′(ᇱ)  similar 
to 𝑢() ℍ 
Set of 𝑢′(ᇱ) who 
have chosen 𝑓  in the 
past 𝑧 
The number of latent 
factors in latent-
factor-based models𝑎௨,ଵ, 𝑎௨,ଶ, … , 𝑎௨,௭ 
Representations of 
user 𝑢 ∈ 𝕌   under 𝑧 
latent factors 𝑏,ଵ, 𝑏,ଶ, … , 𝑏,௭ 
Representation of 
food 𝑓 ∈ 𝔽  under 𝑧 
latent factors 𝑐,ଵ, 𝑐,ଶ, … , 𝑐,௭ 
Representations of 
meal 𝑚 ∈ 𝕄  under 𝑧 
latent factors 𝜆 Tikhonov 
regularization weight𝜑௨,ଵ, 𝜑௨,ଶ, … , 𝜑௨,௭ 
Learning rates of user 𝑢 ∈ 𝕌  under 𝑧  latent 
factors 𝜑,ଵ, 𝜑,ଶ, … , 𝜑,௭ 
Learning rates of food 𝑓 ∈ 𝔽  under 𝑧  latent 
factors 𝜑,ଵ, 𝜑,ଶ, … , 𝜑,௭ 
Learning rates of meal 𝑚 ∈ 𝕄 under 𝑧  latent 
factors 

 

Specifically, for the offline phase, we implement 
the calculation of the similarity in food choices 
between each pair of users 𝑢 ∈ 𝕌 = {𝑢ଵ, 𝑢ଶ, … , 𝑢} 
considering each pair of meals 𝑚 ∈ 𝕄 ={𝑚ଵ, 𝑚ଶ, … , 𝑚}. With collected data on food choices 
during meals, a Jaccard similarity (Bag et al., 2019) 
is suitable for this case. Accordingly, the more 
common food choices user 𝑢 in meal 𝑚 (𝑢())  and 
user 𝑢′ in meal 𝑚′ (𝑢′(ᇱ)), the higher their similarity 
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( 𝑠𝑖𝑚(𝑢(), 𝑢′(ᇱ) ).  Specifically, the formula is 
implemented as follows: 

 𝑠𝑖𝑚 ቀ𝑢(), 𝑢ᇱ(ᇲ)ቁ = ห൛𝑓|𝑠௨,, = 1 ∧ 𝑠௨ᇱ,,ᇱ = 1 ൟหห൛𝑓|𝑠௨,, = 1 ∨ 𝑠௨ᇱ,,ᇱ = 1 ൟห (1)
 

In the online phase, the prediction of user 𝑢 's 
choice of food 𝑓 during meal 𝑚 is as follows: 

• Based on the similarity scores computed 
during the offline phase, the set of top 𝑘 𝑢′(ᇱ) similar to 𝑢(): ℕ௨()⬚ . 

• Get the set of 𝑢′(ᇱ) who have chosen 𝑓: ℍ⬚ 
• Predicting user 𝑢's choice of food 𝑓 during 

meal 𝑚 ( 𝑠ෝ௨,,) by computing the sum of 
similarities between 𝑢′(ᇱ) (𝑢ᇱ൫ᇲ൯ ∈ ℕ௨()⬚ ∩  ℍ⬚) and 𝑢() , as follows: 
  𝑠ෝ௨,, =  𝑠𝑖𝑚(𝑢′(ᇱ), 𝑢())⬚

௨ᇱ(ᇲ) ∈ ℕೠ()⬚ ∩ ℍ⬚
 (2)

 

If  𝑠ෝ௨,, is higher, it indicates that users similar to 𝑢 
often choose food 𝑓 for meal 𝑚. 

The drawback of the above approach is the high 
computation time required for calculating similarities 
in the offline phase, especially as the number of users 
and meals grows. Consequently, we propose parallel 
computation using Hadoop for the similarity 
calculation described above. Specifically, on Hadoop, 
the users' food choice data will be partitioned into 
smaller fragments corresponding to each food 𝑓 ∈𝔽 = {𝑓ଵ, 𝑓ଶ, … , 𝑓௧}, as follows: 𝑓ଵ; 𝑢ଵ(భ), 𝑢ଶ(య), 𝑢ଷ(ర) 𝑓ଶ; 𝑢ଵ(మ), 𝑢ଵ(య), 𝑢ଶ(ర) 𝑓ଷ; 𝑢ଶ(భ), 𝑢ଷ(భ), 𝑢ଶ(మ) 

……. 

(3)

where the right side represents 𝑢() chosen the left 
food 𝑓 ∈ 𝔽 = {𝑓ଵ, 𝑓ଶ, … , 𝑓௧}.  

In each partitioned fragment, parallel 
computations are executed using mapping functions. 
Specifically, the mapping function generates (key; 
value) elements where the keys represent pairs of 
users who have both selected the food (denoted as _𝑞), pairs where only one user has selected the food 
(denoted as _𝑝 ), and the values are set to 1. For 
example, with the fragment corresponding to food 𝑓ଵ (𝑓ଵ; 𝑢ଵ(భ), 𝑢ଶ(య), 𝑢ଷ(ర)) , (key; value) elements 
after the mapping function will be as follows: 

 
 

(𝑢ଵ(భ)_𝑢ଶ(య)_𝑞; 1) (𝑢ଵ(భ)_𝑢ଷ(ర)_𝑞; 1) (𝑢ଶ(య)_𝑢ଷ(ర)_𝑞; 1) (𝑢ଵ(భ)_𝑢ଶ(ర)_𝑝; 1) (𝑢ଵ(భ)_𝑢ଶ(ఱ)_𝑝; 1) (𝑢ଵ(భ)_𝑢ଶ(భ)_𝑝; 1) 
…….

(4)

 

After all mapping functions are completed, a 
reducing function is executed to compute the sum of 
values with the same key. For example, to compute 𝑠𝑖𝑚(𝑢(), 𝑢′(ᇱ))  as in Eq. (1), the sum of values 
with the same key 𝑢()_𝑢′(ᇱ) _𝑞  serves as the 
numerator, while the sum of values with the same key 𝑢()_𝑢′(ᇱ) _𝑝  serves as the denominator. 

3.3 Latent-Factor-Based Model for 
User-Food-Meal Recommendation 
(LUFM) 

The latent factor model aims to find the compatibility 
between users and products in a latent factor space to 
decide whether to recommend products to users (Shen 
et al., 2019; Nam, 2021a). Accordingly, given that the 
entities involved in our problem are users, foods, and 
meals, our model, namely LURM, needs to learn their 
representations under 𝑧 latent factors, denoted as 𝑎௨,ଵ, 𝑎௨,ଶ, … , 𝑎௨,௭ for each user 𝑢 ∈ 𝕌, 𝑏,ଵ, 𝑏,ଶ, … , 𝑏,௭ for 
each food 𝑓 ∈ 𝔽, and 𝑐,ଵ, 𝑐,ଶ, … , 𝑐,௭ for each meal 𝑚 ∈ 𝕄. At this point, user 𝑢's choice of food 𝑓 during 
meal 𝑚 ( 𝑠ෝ௨,,) will depend on the alignment of three 
latent-factor-based representations, as follows: 
 𝑠ෝ௨,, = ൫𝑎௨,. 𝑏, + 𝑎௨,. 𝑐, + 𝑐,. 𝑏,൯௭

ୀଵ  (5)

Fig. 2 illustrates the process in LUFM. 
In the LUFM, the latent-factor-based 

representations for users, foods, and meals are 
optimized to minimize the distance between actual 
and predicted values, as follows: 𝑚𝑖𝑛⬚ 12  ൫ 𝑠ෝ௨,, − 𝑠௨,, ൯ଶ ௦ೠ,, ⬚ 

 ⇔  
𝑚𝑖𝑛⬚ 12  ൮ ቆ𝑎௨,. 𝑏, + 𝑎௨,. 𝑐,+𝑐,. 𝑏, ቇୀ௭

ୀଵ  − 𝑠௨,, ൲ଶ
௦ೠ,,

(6)
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Figure 2: Our proposed approach, LUFM. 

To enhance the semantic meaning of the latent-
factor-based presentations, we enforce a constraint 
that their components are always positive. This 
constraint creates a meaningful part-based 
representation (Chen et al., 2021; Salahian et al., 
2023). Additionally, to prevent overfitting, we add a 
Tikhonov regularization term (Nam, 2021a; Vy et al., 
2024) to the objective function with a weight 𝜆 . 
Finally, the objective function will be rewritten as 
follows: 

 𝑚𝑖𝑛⬚  12  ൫ 𝑠ෝ௨,,  − 𝑠௨,,൯ଶ ௦ೠ,,  

+ 𝜆2 ቌ  𝑎௨,ଶୀ௭
ୀଵ

⬚
௨∈𝕌 +   𝑏,ଶୀ௭

ୀଵ
⬚

∈𝔽 +   𝑐,ଶୀ௭
ୀଵ

⬚
∈𝕄 ቍ

                     Subject to positive parameters: 
                         𝑎௨, ≥ 0, 𝑏, ≥ 0, 𝑐, ≥ 0  ∀𝑗 = 1 … 𝑧,   ∀𝑢 ∈ 𝕌,    ∀𝑓 ∈ 𝔽,   ∀𝑚 ∈ 𝕄

(7)

To optimize Eq. (7), this paper employs 
Stochastic Gradient Descent (SGD). Specifically, 

SGD first sets up the objective function at a data point 𝑠௨,,, denoted by  𝑉(𝑢, 𝑓, 𝑚). Subsequently, partial 
derivatives of 𝑉(𝑢, 𝑓, 𝑚) concerning each parameter 
will be computed as follows: 

 𝑉(𝑢, 𝑓, 𝑚) = 12 ൫ 𝑠ෝ௨,, − 𝑠௨,,൯ଶ 

+ 𝜆2 ൫𝑎௨,ଶ + 𝑏,ଶ + 𝑐,ଶ ൯ୀ௭
ୀଵ⇔  𝑉(𝑢, 𝑓, 𝑚) = 12 ൮൫𝑎௨,. 𝑏, + 𝑎௨,. 𝑐, + 𝑐,. 𝑏,൯ୀ௭

ୀଵ  − 𝑠௨,, ൲ଶ 
+ 𝜆2 ൫𝑎௨,ଶ + 𝑏,ଶ + 𝑐,ଶ ൯ୀ௭

ୀଵ

(8)

 

Meals Foods Users 

Latent factors

Latent factors

The training

The prediction

chooses for meal 
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∀𝑗 = 1 … 𝑧:  𝜕𝑉(𝑢, 𝑓, 𝑚)𝜕𝑎௨, = ൫𝑏, + 𝑐,൯൫ 𝑠ෝ௨,,  − 𝑠௨,,൯ + 𝜆. 𝑎௨, (9)

 𝑗 = 1 … 𝑧: 𝜕𝑉(𝑢, 𝑓, 𝑚)𝜕𝑏, = ൫𝑎௨, + 𝑐,൯൫ 𝑠ෝ௨,,  − 𝑠௨,,൯ + 𝜆. 𝑏, (10)

 𝑗 = 1 … 𝑧 𝜕𝑉(𝑢, 𝑓, 𝑚)𝜕𝑐, = ൫𝑎௨, + 𝑏,൯൫ 𝑠ෝ௨,,  − 𝑠௨,,൯ + 𝜆. 𝑐, (11)

 

These partial derivatives will be used to update the 
corresponding parameters with learning rates 𝜑௨, , 𝜑,, 𝜑,  𝑗 = 1 … 𝑧, as follows: 

 ∀𝑗 = 1 … 𝑧: 𝑎௨, ←  𝑎௨, − 𝜑௨,. 𝜕𝑉(𝑢, 𝑓, 𝑚)𝜕𝑎௨,  

  𝑎௨, ←  𝑎௨, + 𝜑௨,. ൫𝑏, + 𝑐,൯. 𝑠௨,,               − 𝜑௨,. ቀ൫𝑏, + 𝑐,൯.  𝑠ෝ௨,, + 𝜆. 𝑎௨,ቁ (12)

 ∀𝑗 = 1 … 𝑧:  𝑏, ←  𝑏, − 𝜑,. 𝜕𝑉(𝑢, 𝑓, 𝑚)𝜕𝑏,  

  𝑏, ← 𝑏, + 𝜑,. ൫𝑎௨, + 𝑐,൯. 𝑠௨,, −𝜑,. ቀ൫𝑎௨, + 𝑐,൯.  𝑠ෝ௨,, + 𝜆. 𝑏,ቁ(13)

 ∀𝑗 = 1 … 𝑧:  𝑐, ←  𝑐, − 𝜑,. 𝜕𝑉(𝑢, 𝑓, 𝑚)𝜕𝑐,  

 𝑐, ← 𝑐, + 𝜑,. ൫𝑎௨, + 𝑏,൯. 𝑠௨,, − 𝜑,. ቀ൫𝑎௨, + 𝑏,൯.  𝑠ෝ௨,, + 𝜆. 𝑐,ቁ(14)

To ensure all parameters remain positive, the 
learning rates 𝜑௨,, 𝜑,, 𝜑,  𝑗 = 1 … 𝑧 must be set 
to eliminate negative components from Eqs. (12-14), 
as in (Luo et al., 2014), as follows: 

 ∀𝑗 = 1 … 𝑧: 𝜑௨,= 𝑎௨,൫𝑏, + 𝑐,൯.  𝑠ෝ௨,, + 𝜆. 𝑎௨, (15)

 ∀𝑗 = 1 … 𝑧: 𝜑,= 𝑏,൫𝑎௨, + 𝑐,൯.  𝑠ෝ௨,, + 𝜆. 𝑏, (16)

 

∀𝑗 = 1 … 𝑧: 𝜑, = 𝑐,൫𝑎௨, + 𝑏,൯.  𝑠ෝ௨,, + 𝜆. 𝑐, (17)

Based on Eqs. (15-17), the update process Eqs. 
(12-14) can be rewritten as follows: 

 ∀𝑗 = 1 … 𝑧: 𝑎௨, ← 𝜑௨,. ൫𝑏, + 𝑐,൯. 𝑠௨,, (18)
 ∀𝑗 = 1 … 𝑧: 𝑏, ← 𝜑,. ൫𝑎௨, + 𝑐,൯. 𝑠௨,, (19)
 ∀𝑗 = 1 … 𝑧: 𝑐𝑚,𝑗 ← 𝜑𝑚,𝑗. ൫𝑎𝑢,𝑗 + 𝑏𝑓,𝑗൯. 𝑠𝑢,𝑓,𝑚 (20)
Algorithm 1 presents a detailed description of 

LFUM 

Algorithm 1: The LUFM training and prediction. 

The training 
Initialize 𝑎௨, ≥ 0, 𝑏, ≥ 0, 𝑐, ≥ 0   ∀𝑗 = 1 … 𝑧, ∀𝑢 ∈ 𝕌,   ∀𝑓 ∈ 𝔽,   ∀𝑚 ∈ 𝕄 
While (Not satisfying the convergence criterion):  
    Randomly shuffle (𝑢 ∈ 𝕌, 𝑓 ∈ 𝔽, 𝑚 ∈ 𝕄) 
    For each pair (𝑢, 𝑓, 𝑚): 
        ∀𝑗 = 1 … 𝑧: Compute 𝜑௨, , 𝜑, , 𝜑,  based on 
Eqs. (15-17), respectively. 
        ∀𝑗 = 1 … 𝑧:  Update the latent representations of 𝑢, 𝑓, 𝑚  based on based on Eqs. (18-20), respectively

The prediction 𝑠ෝ௨,, = ൫𝑎௨,. 𝑏, + 𝑎௨,. 𝑐, + 𝑐,. 𝑏,൯௭
ୀଵ  

4 EXPERIMENT 

4.1 Experiment Setup 

In this section, we compare our approaches with a 
recent approach designed for the user-food-meal 
recommendation problem, as follows: 

• NUFM: The neighbor-based model 
proposed in subsection 3.2  uses the Jaccard 
similarity between each pair of users 
considering each pair of meals.  

• LUFM: The latent factor model proposed in 
section 3.3 learns positive latent factors 
representing users, foods, and meals.  

• PPMI: The model for the Positive Pointwise 
Mutual Information between meals and 
foods is proposed by (Zhang et al., 2022).  

For a fair comparison between approaches NUFM 
and LUFM, we set the number of neighbors in NUFM 
equal to the number of latent factors in LUFM. The 
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regularization weight is set to 0.01. The convergence 
condition in LUFM is set to 500 updates. 

4.2 Dataset 

The experimental dataset was gathered from 
MyFitnessPal (MFP), a health and body management 
application. It details the specific food items chosen 
by each user for their daily meals. This dataset are 
presented in Table 2. 80% of the dataset is allocated 
for training, and the remaining 20% is used for testing 
to evaluate the system recommendations. 

Table 2: Experimental dataset, MyFitnessPal 
https://www.kaggle.com/datasets/zvikinozadze/myfitnessp
al-dataset. 

Number of 
meals 

Number of 
users 

Number of 
foods 

Number of 
food 
choices

6 9873 953296 5411275

4.3 Measurement 

The F1-score is used to evaluate the accuracy of the 
recommendation results. It is calculated based on 
precision and recall as follows: 𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2. 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛. 𝑅𝑒𝑐𝑎𝑙𝑙𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙  (21)

To calculate precision and recall, the 
recommendation set ( 𝕋௨) and the correct set 
( ℂ௨) must be formed. The recommendation set 
consists of the top foods with the highest predicted 
values, while the correct set consists of the foods that 
users have chosen in the test set. Precision is the ratio 
of correct recommendations to the total number of 
recommended foods. Recall is the ratio of correct 
recommendations to the total number of correct 
foods, as follows: 

 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = ∑ |𝕋௨  ∩ ℂ௨| ௨ୀଵ∑ |𝕋௨| ௨ୀଵ   𝑟𝑒𝑐𝑎𝑙𝑙 = ∑ |𝕋௨  ∩ ℂ௨| ௨ୀଵ∑ |ℂ௨| ௨ୀଵ  
(22)

4.4 Experiment Result and Discussion 

Fig. 3 shows the comparison results between NUFM 
and LUFM. It can be seen that the neighbor-based 
model (NUFM) performs better than the latent factor-
based model (LUFM) when the number of neighbors 
(which is also the number of latent factors) is set to a 
small value. This is because, with a small number of 
latent factors, the latent vectors are insufficient to 

fully represent the characteristics of users, foods, and 
meals. However, the performance of the latent factor-
based model improves significantly as the number of 
latent factors increases. Evidence of this is that the 
recommendation performance of LUFM not only 
improves but also gradually surpasses that of NUFM. 
In practice, the number of neighbors or latent factors 
is determined by the computational power of the 
device. When computational capacity is limited and 
high accuracy is not required, these numbers are 
usually kept small, and vice versa. 

 
Figure 3: F1-score with a recommendation set size of 15. 

Next, we fixed LUFM and NUFM at 45 latent 
factors and neighbors. As shown in Fig. 4, LUFM and 
NUFM consistently provide better recommendation 
results than PPMI across all sizes of the 
recommendation set. Specifically, when the size of 
the recommendation set is 10, the F1-score of LUFM 
and NUFM increases by 0.139 and 0.074 over PPMI, 
respectively. 

Finally, to achieve more convincing conclusions, 
we conducted statistical t-test comparisons. The input 
sample for these comparisons consists of the F1-score 
results measured at the individual user level, instead 
of a single F-score result at the system level as shown 
in the previous experiments. The results in Table 3 
indicate that LUFM provides the best statistical 
outcome compared to NUFM and PPMI, as all p-
values are less than 0.05. Additionally, for LUFM, in 
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Table 4, we also performed a statistical comparison 
between it and a version of it that excludes positive 
constraints during training. In this comparison, the 
lack of positive constraints reduced the F1-score 
compared to when positive constraints were applied. 
This demonstrates that the positive constraints and the 
optimization method with these constraints are 
reasonable and suitable for the problem. 

 

Figure 4: F1-score at 45 latent factors (neighbors).  

Table 3: The t-test comparison between NUFM, LUFM, 
and PPMI. 

Approach 
NUFM 

>> 
PPMI 

LUFM 
>> 

PPMI 

LUFM 
>> 

NUFM

Sample 
mean 

0.296 
>> 

0.270 

0.337 
>> 

0.270 

0.337 
>> 

0.296
p-value 0.0049 0.0001 0.0068 

Table 4: The t-test comparison between LUFM with 
positive constraints and LUFM without positive 
constraints. 
 

Approach 
LUFM with positive constraints 

>> 
 LUFM without positive constraints

Sample 
mean 0.337 >> 0.308 

p-value 0.0072 

5 CONCLUSION 

In this paper, we extend two typical recommendation 
models, namely the neighbor-based model and the 
latent-factor-based model, to address the user-food-
meal recommendation problem. Specifically, for the 
neighbor-based model, a similarity measure between 
pairs of users for each pair of meals is proposed using 
the Jaccard principle, while the positive latent-factor-
based model for the user-food-meal 
recommendations is also implemented. Experiments 
have shown that the neighbor-based model performs 
better than the latent-factor-based model when the 
number of neighbors, which is also the number of 
latent factors, is set to a low value. As this number 
increases, the latent-factor-based model yields better 
results. However, overall, the latent factor-based 
model provides statistically better results than the 
neighbor-based model. 

Our research focuses solely on the most basic 
data, which is users' food choice history. However, 
food choices also depend on various other factors 
such as nutrition, health, and so forth. Accurate 
recommendations based on food choice data are a 
crucial foundation for integrating additional factors in 
building a comprehensive method in the future. 
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Abstract: In this paper, we propose a data valuation method that is used for Dataset Retrieval (DR) results re-ranking.
Dataset retrieval is a specialization of Information Retrieval (IR) where instead of retrieving relevant doc-
uments, the information retrieval system returns a list of relevant datasets. To the best of our knowledge,
data valuation has not yet been applied to dataset retrieval. By leveraging metadata and users’ preferences,
we estimate the personal value of each dataset to facilitate dataset ranking and filtering. With two real users
(stakeholders) and four simulated users (users’ preferences generated using a uniform weight distribution), we
studied the user satisfaction rate. We define users’ satisfaction rate as the probability that users find the datasets
they seek in the top k = {5,10} of the retrieval results. Previous studies of fairness in rankings (position bias)
have shown that the probability or the exposure rate of a document drops exponentially from the top 1 to the
top 10, from 100% to about 20%. Therefore, we calculated the Jaccard score@5 and Jaccard score@10 be-
tween our approach and other re-ranking options. It was found that there is a 42.24% and a 56.52% chance on
average that users will find the dataset they are seeking in the top 5 and top 10, respectively. The lowest chance
is 0% for the top 5 and 33.33% for the top 10; while the highest chance is 100% in both cases. The dataset
used in our experiments is a real-world dataset and the result of a query sent to a National mapping agency data
catalog. In the future, we are planning to extend the experiments performed in this paper to publicly available
data catalogs.

1 INTRODUCTION

Given rapidly rising data volumes, knowing which
data to keep and which to discard has become an
essential task. Data valuation has emerged as a
promising approach to tackle this problem (Even and
Shankaranarayanan (2005)). The primary focus of
data valuation research is the development of method-
ologies for determining the value of data (Khokhlov
and Reznik; Laney; Qiu et al.; Turczyk et al.; Wang
et al.; Wang et al. (2020; 2017; 2017; 2007; 2021;
2020)).

Data valuation methods have been applied to data
management, machine learning, system security, and
energy (Khokhlov and Reznik; Turczyk et al.; Wang

a https://orcid.org/0000-0001-5019-6839
b https://orcid.org/0000-0003-0069-1860
c https://orcid.org/0000-0001-8236-362X

et al.; Wang et al. (2020; 2007; 2021; 2020)). There
have been no previous attempts to apply data valua-
tion to dataset retrieval. Dataset retrieval is a special-
ization of information retrieval where instead of re-
trieving relevant documents the Information Retrieval
system returns a list of relevant datasets (Kunze and
Auer (2013)). Dataset retrieval systems will return
relevant datasets according to a given query. The re-
trieved datasets are sorted alphabetically by name or
using another metadata like creation date or a ranking
algorithm incorporated in the dataset retrieval tech-
nique. However, they do not consider the user’s pref-
erences in terms of metadata. Some dataset retrieval
software allows users to sort the results by each meta-
data separately like creation date, usage, and last up-
date or filtering the results using boolean operations.
However, none of them allow users to sort the results
by a combination of those metadata (see Equation 5
below). In this paper, we propose a metadata-based
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data valuation method that will allow users to sort
dataset retrieval results using a combination of meta-
data.

Position bias is the study of the relationship be-
tween the ranking or position of a retrieved document
and the exposure it receives (Agarwal et al.; Craswell
et al.; Jaenich et al.; Wang et al. (2019; 2008; 2024;
2018)). In other words, position bias is the study of
the probability of a document being consulted by a
user according to its position among the retrieved doc-
uments. Previous studies have shown that the proba-
bility or the exposure rate of a document drops ex-
ponentially from the top 1 to the top 10 and then
more logarithmically from the top 11 to the top 100
(Jaenich et al. (2024)). Jaenich et al. (2024) also
showed that the number of possible orderings of doc-
uments for rankings of size k = 1 . . .100 grows expo-
nentially. Using a group of 6 job seekers as an ex-
ample, Singh and Joachims (2018) illustrated how a
small difference in relevance (used to order retrieved
documents or items) can lead to a large difference in
exposure (an opportunity) for the group of females.
They showed that a 0.03 difference in average rele-
vance (between the top 3 who are all male and the
bottom 3 who are all female) can result in a 0.32 dif-
ference in average exposure. The difference in aver-
age exposure (between the top 3 and the bottom 3) is
10 times the difference in average relevance.

The above studies show that putting the most rel-
evant information on top or providing a fair ranking
is crucial. Many fair ranking techniques have been
designed to attempt to solve the fairness problem in
rankings (Singh and Joachims; Zehlike et al.; Zehlike
et al. (2018; 2022a; 2022b)). To the best of our knowl-
edge, none of the existing ranking techniques inte-
grate the user’s preferences in the ranking algorithm
or use them as a post-retrieval step to re-rank the re-
trieved information. Here, we present a metadata-
based data valuation technique that takes in the re-
trieved datasets’ metadata and the user’s preferences
and outputs a re-ranking of the retrieved datasets. It
is worth noting that because data value is a relative
measure if a dataset d1 is more valuable than d2 in
the whole set of datasets D, then d1 will always be
ranked higher than d2 considering D or any subset of
D containing both datasets.

Many of the existing data valuation approaches
are subjective. This is due to the subject-dependent
nature of some dimensions (e.g. Utility dimen-
sion) that characterise data value (Attard and Brennan
(2018)) or the subject-dependent weighting tech-
niques (in the case of weighted averaging or sum-
ming) (Deng et al.; Odu (2023; 2019)). Subjective
metrics of data value dimensions (metadata are proxy

for data value dimensions, therefore usage metadata
and usage dimension mean the same thing) or weight-
ing techniques can only be defined by individual users
or experts based on their personal views, experiences,
and backgrounds. These are opposed to objective
metrics that can be determined precisely based on a
detailed analysis of the data or extracted from the data
infrastructure (Bodendorf et al. (2022)). This makes
it challenging to develop a fully objective data val-
uation model because of the difficulty to objectively
measure some dimensions and also experts can be ex-
pensive. We believe that instead of generalizing sub-
jective metrics and weighting techniques, it would be
better to attempt to develop personalized data val-
uation models. The difference between subjective
data value and personalized data value is that the for-
mer assumes that subjective metrics and weights can
be applied to every user. Meanwhile, personalized
data value will request the subjective metrics and the
weights from each user representing their preferences
to calculate a personal data value.

Choosing a suitable weighting technique is an ad-
ditional challenge for weighted approaches to data
valuation. For instance, usage-over-time is one of the
first data valuation methods and developed a weight-
ing technique based on recency (Chen (2005)). The
recency-based weighting technique is objective. The
only subjective decision is the choice of assigning
higher or lower weights to the more recent Usage
metadata. Chen (2005) assigned higher weights to
the more recency Usage metadata; which is logical
for their use case. In our case, the desired weighting
technique should be subjective, performant (have low
complexity for calculation), and straightforward for
the users to interact with.

The research question is: To what extent can
metadata-based data valuation methods improve the
results of dataset retrieval systems in terms of users’
satisfaction?

To answer this research question, we designed and
implemented a metadata-based data valuation method
and applied it to a dataset retrieval use case for a Na-
tional Mapping Agency. The goal is to improve the
users’ satisfaction by putting on top the datasets they
consider more valuable. This is done by taking into
account the customers’ dataset preferences to re-rank
the retrieved datasets.

The contributions of this paper are as follows:

• The first application of a metadata-based data val-
uation method to dataset retrieval.

• Proposed a personalized and interactive data valu-
ation method. Extant methods are mainly subjec-
tive approaches.
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The remainder of this paper is structured as fol-
lows. Section 2 gives a description of the use case.
Section 3 describes the related work. Our proposed
metadata-based data valuation method is explained in
Section 4. Section 5 explains our experimental de-
sign. In Section 6, the experimental results are shown
and discussed. Finally, the conclusion and future
work are presented in Section 7.

2 USE CASE DESCRIPTION AND
BACKGROUND

2.1 Project Description

This data valuation project is part of an ongoing col-
laboration between researchers from University Col-
lege Dublin (UCD) and Tailte Éireann (TE). Tailte
Éireann (TE) is Ireland’s state agency for property
registrations, property valuation and national map-
ping services. It was established on 1 March 2023
from a merger of the Property Registration Author-
ity (PRA), the Valuation Office (VO) and Ordnance
Survey Ireland (OSI). The end goal of this collab-
oration is to design and implement a data valuation
method for TE’s datasets from the customer’s per-
spective. They would like to apply a metadata-based
data valuation to re-rank the results of a query sent
to their dataset retrieval platform. The data valuation
method should take into account the customers’ pref-
erences in terms of metadata. At this stage, the goal
is to design and implement a proof of concept.

2.2 Current Dataset Retrieval Process

Figure 1 below displays the current dataset retrieval
process (in Blue, some examples here123) and our
proposed personalized dataset retrieval process (in
Green). In the current process, the user sends a query
to the data catalog. The query is then processed and
used to extract the relevant datasets from the data cat-
alog. The retrieved datasets are finally formatted in
a user-friendly way and sent to the user. In our pro-
posed approach, simultaneously or after the query is
sent, the user can specify their preferences in terms
of the retrieved datasets’ metadata. The user pref-
erences go through a validity test (to test if all of
the weights provided are not zeros). The retrieved
datasets’ metadata and the user preferences are then
used to compute the value of each retrieved dataset.

1https://data.gov
2https://www.kaggle.com/datasets
3https://datasetsearch.research.google.com

The calculated data value is finally used to re-rank
the retrieval datasets before formatting them in a user-
friendly way and sending them to the user. If no pref-
erences are provided or if they are invalid, then the
retrieved datasets are presented alphabetically.

Figure 1: Personalized datasets retrieval using a metadata-
based data valuation. In Blue is the current dataset retrieval
process. In Green are the additional steps we proposed to
personalize dataset retrieval results.

2.3 Information and Dataset Retrieval
Performance Metrics

The Jaccard index also known as the Jaccard score has
been chosen to evaluate the users’ satisfaction. The
Jaccard score measures the similarity between at least
two finite sets and is defined as the size their inter-
section divided by the size of their union (see Equa-
tion 1 below). The truncated Jaccard score at k (Jac-
card score@k), which only focuses on the top k el-
ements, is preferred for our use case. As shown in
Section 1, only the top k (with k≤ 10) are most likely
to be consulted. Therefore, focusing mainly on the
top k elements makes sense.

However, Jaccard score does not take into account
the positions. So, the Normalized Discounted Cumu-
lative Gain (NDCG) has also been calculated. NDCG
is widely used and involves a discount function over
the rank while many other measures uniformly weight
all positions (see Equation 2 below). It measures the
matching degree between our ranking and other rank-
ings.

NDCG and Jaccard score@k range between 0 and
1, with 1 being the optimal performance. We used
the scikit-learn implementation of NDCG with the de-
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fault parameters4 and a self implementation of Jac-
card score@k in Python.

J(A,B) =
|A∩B|
|A∪B| =

|A∩B|
|A|+ |B|− |A∩B| (1)

NDCGD( f ,Sn) =
DCGD( f ,Sn)

IDCGD(Sn)
,

DCGD( f ,Sn) =
n

∑
r=1

G(y f
(r))D(r),

IDCGD(Sn) = max f ′
n

∑
r=1

G(y f ′
(r))D(r),

(2)

with D(r) = 1
logb(1+r) (inverse logarithm decay with

base b) the discount function, Sn is a dataset, f is a
ranking function, f ′ is the best ranking function on
Sn, and G is the Gain. DCGD( f ,Sn) is the Discounted
Cumulative Gain (DCG) of f on Sn with discount D
and IDCGD(Sn) is the Ideal DCG.

3 RELATED WORK

This section describes the current state-of-the-art in-
formation and dataset retrieval approaches and their
limitations. Then, it highlights the challenges related
to weighted average approaches because the approach
proposed in this paper falls into that category.

3.1 Information and Dataset Retrieval

Tamine and Goeuriot (2021) define Information re-
trieval (IR) as a system that deals with the repre-
sentation, storage, organization and access to infor-
mation items. It has two main processes: Indexing
(which consists of building computable representa-
tions of content items using metadata) and Retrieval
(which consists of optimally matching queries to rel-
evant documents) (Tamine and Goeuriot (2021)). IR
models have evolved since the 1960s from Boolean
to Neural Networks (Lavrenko and Croft; Liu; Maron
and Kuhns; Miutra and Craswell; Robertson et al.;
Salton et al.; Salton and McGill; Tamine and Goeuriot
(2001; 2009; 1960; 2018; 1980; 1983; 1986; 2021)).

Hambarde and Proença (2023) argue that IR sys-
tems have two stages: retrieval and ranking. The re-
trieval stage consists of four main techniques: Con-
ventional IR, Sparse IR, Dense IR, and Hybrid IR
techniques. The latter is any combination of the for-
mer three. The ranking stage consists of two main

4https : / / scikit - learn.org / stable / modules / generated /
sklearn.metrics.ndcg score.html

approaches: Learning To Rank and Deep Learning
Based Ranking approaches. For more details on this
categorization of IR techniques, please refer to Ham-
barde and Proença (2023).

Liu et al. (2020) argue that the IR research com-
munity has long agreed that major improvement of
search performance can only be achieved by taking
account of the users and their contexts, rather than
through developing new retrieval algorithms that have
reached a plateau. Three main approaches have been
employed to personalize IR results: Query expansion,
Result re-ranking, and Hybrid personalization tech-
niques (Liu et al. (2020)). Query expansion collects
additional information about user interest from het-
erogeneous sources, represents them by some terms,
and automatically adds these terms to the initial query
for a refined search (Bai et al.; Belkin et al.; Bian-
calana et al.; Bilenko et al.; Bouadjenek et al.; Budzik
and Hammond; Buscher et al.; Cai and de Rijke; Chen
and Ford; Chirita et al.; Jayarathna et al.; Kelly
et al.; Kraft et al. (2007; 2005; 2008; 2008; 2013;
1999; 2009; 2016; 1998; 2007; 2013; 2005; 2005)).
Result re-ranking techniques reorder search results
for users according to document relevance (Gauch
et al.; Liu et al.; Liu and Hoeber; Tanudjaja and
Mui; Wang et al. (2003; 2002; 2011; 2002; 2013)).
Hybrid techniques combine query expansion and re-
sult re-ranking; they outperform either one individu-
ally but are under-explored (Ferragina and Gulli; Lv
et al.; Pitkow et al.; Pretschner and Gauch; Shen et al.
(2005; 2006; 2002; 1999; 2005)).

Most re-ranking systems are not interactive. They
have some sort of pre-settled weighting criteria for
re-ranking, giving heavier weight to those documents
that match user interests and push them to top ranks
(Liu et al.; Tanudjaja and Mui (2002; 2002)). The
ones that are interactive present the top k documents
to the users for feedback and then refine ranking based
on the feedback (Gauch et al.; Liu and Hoeber; Wang
et al. (2003; 2011; 2013)).

Thus it can be seen that interactive IR result
re-ranking based on users’ preferences is under-
explored. The approach proposed in this paper is an
interactive dataset retrieval technique based on users’
preferences in terms of the retrieved datasets’ meta-
data.

3.2 Weighted Average Data Valuation
Methods

There were also previous attempts to calculate the
data value using weighted averaging of metadata de-
scribing data value dimensions (Chen; Ma and Zhang;
Qiu et al. (2005; 2019; 2017)). For instance, measur-
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ing usage-over-time is one of the first data valuation
methods and it estimates data value with the weighted
averaging approach of Chen (Chen (2005)). It con-
sists of splitting the usage data into a series of time
slots, assigning a weight to each time slot, and then
computing the data value using the weighted aver-
age. The weights are the normalized recency weights.
The more recent time slots are assigned the higher
weights (Chen (2005)). Ma and Zhang (2019) ex-
tended the usage-over-time model by adding the age
and size dimensions. Their Multi-Factors Data Valu-
ation Method (MDV ) is a trade-off between dynamic
and static data value. The dynamic data value is the
usage-over-time model of Chen. The static data value
is the weighted average of the normalized age and
size. The weights of the age and size dimensions are
assigned subjectively by experts.

Qiu et al. (2017) used the Analytic Hierarchy Pro-
cess (AHP) which is a different weighting approach.
AHP requires a subjective rating of the input dimen-
sions in pairs. These pairwise comparisons are then
arranged in a matrix (the Judgement matrix, see Ap-
pendix 7), from which a final weighting of the dimen-
sions will be calculated. AHP is technically straight-
forward to implement and more importantly allows
to assess the transitivity consistency of the pairwise
comparisons matrix by assigning a consistency score
to it. However, experts are still needed for the pair-
wise rating of the input dimensions. Qiu et al. (2017)
use the measure of 6 dimensions in their model.
Those dimensions are: the size of the data (S), the
access interval (T ), the data read and write frequency
(F), the number of visits (C), the contents of the file
(D), and the potential value of the data (V ). For more
details on the dimensions used, please refer to Qiu
et al. (2017).

The challenge of applying weighted approaches
is the weighting technique. In our case, the desired
weighting technique must be straightforward for the
users to interact with and fast to compute as it is sup-
posed to be integrated into a live system for interac-
tive IR re-ranking. The weighting approach used in
this paper is detailed in Section 4.1.

To the best of our knowledge, the application of
a metadata-based data valuation approach to dataset
retrieval proposed in this study is unique. Also, none
of the studies described above validated the outputs of
their data valuation approaches. Our approach is val-
idated using preferences from two stakeholders and
four simulated users.

4 PROPOSED DATA VALUATION
METHOD

Our method has two main steps: first dimension meta-
data weight determination and then data value calcu-
lation. These are described below.

4.1 Weight Determination

Analytic Hierarchy Process (AHP) was our first
choice because of its sound mathematical basis (Saaty
(1987)). However, it was challenging to apply, as in-
stead of assigning a weight to each metadata or di-
mension, a pairwise comparison of the dimensions is
needed (Saaty (1987)). E.g. usage is twice as im-
portant as creation date, usage is 5 times more im-
portant than the number of spatial objects, or us-
age is twice less important than currency. This ex-
ercise was difficult for the stakeholders who partic-
ipated in the experiments. They confessed being
more comfortable with a rating-like weighting ap-
proach e.g. 1 to 5 websites or products rating mech-
anism. Also, AHP assumes that preferences are tran-
sitive and has a transitivity consistency test. Saaty
(1987) advise to discard the current weights deduced
from the pairwise comparisons if the consistency ra-
tio is greater than 0.1. Previous studies showed
that preferences are not always transitive (Alós-Ferrer
et al.; Alós-Ferrer and Garagnani; Fishburn; Gendin
(2023; 2021; 1991; 1996)). Alós-Ferrer et al. (2023)
shows using two preference datasets that no matter
the initial assumptions, even when the preferences are
supposed to be transitive, a maximum of 27.45% of
individual preferences are non-transitive. We believe
that assuming that all preferences are transitive im-
plies ignoring some individual preferences. There-
fore, we used a slider from 0 to 10 (with a step of 1)
as the weights determination technique; the presence
of a zero rating allows the individual to discard a par-
ticular metadata as not relevant to the use case or at
that time. This approach is straightforward and inclu-
sive because it was tested during the interviews with
the stakeholders. The only constraint in our weighting
approach is that at least one of the provided weights
should be non-zero.

4.2 Data Value Calculation

This is split into the following steps: Data preprocess-
ing and Data value calculation.
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4.2.1 Data Preprocessing

As the collected metadata values have different scales,
they must be normalized. The weights also must be
normalized. For the Number of spatial objects meta-
data (see Table 1 below for the description), the val-
ues are divided by the maximum value. For the Us-
age, because it is a time series data (collected monthly
from January 2017 to January 2023). It is normal-
ized by dividing each value by the maximum value
of each month. Then the current Usage value is the
6-month Exponential Moving Average (EMA). EMA
is widely used in finance to capture stock and bond
price trends while reducing noises like sudden sharp
moves. It was first introduced by Roberts (1959) (see
Equation 3). The 6-month Exponential Moving Av-
erage was calculated using the Pandas implementa-
tion with default parameters5. As to the creation date,
we applied the probabilistic approach of calculating
data currency with a decline rate of 20%. This ap-
proach was proposed by Heinrich and Klier (2011)
and the data currency QCurr.(ω,A) formula is shown
in the Equation 4 below. ω is a value in the Attribute
A. The motivation is that the currency of information
does not solely depend on its age but also on whether
the information is likely to change over time or not.
For instance, a satellite image of a mountain range
might still be relevant even if the image is 30 years
old. On the other hand, a 10-year-old satellite image
of road networks might be outdated.

EMAt(U,n) =
∑n

i=0(1−α)iUt−i

∑n
i=0(1−α)i , (3)

t is the current time, n the number of past periods, U
the time-series of usage metadata, Ut the usage meta-
data at time t, α (0 < α ≤ 1) is the smoothing factor,
and EMAt(U,n) the EMA of usage metadata at time
t considering n previous periods.

QCurr.(ω,A) := exp(−decline(A) ·age(ω,A)) (4)
For the weights, the weight of each metadata has

been divided by the sum of the weights of all three
metadata per stakeholder.

4.2.2 Actual Data Value Calculation

The data value is then the weighted average of the
metadata values using the Equation 5 below.

V (di) = wU×Ui +wQ×Qi +wO×Oi, (5)
where w{U, Q, O} in [0,1] are the weights and V (di) in
[0,1] the data value. U, Q, and O stand for Usage,
Currency (derived from the Creation date; see Equa-
tion 4), and Number of Spatial Objects, respectively.

5https : / / pandas.pydata.org / docs / reference / api /
pandas.DataFrame.ewm.html

Table 1: Description of the metadata used in this paper.

Metadata /
Data Value
Dimension

Description

Usage
Access counts. It measures how many times a given

dataset has been accessed.

Creation date
Date the first version has been made available for

the users or the last date it has been updated.

Number of
spatial objects

The number of geometric data (e.g. points, lines,
polygons, paths) in the dataset. It is a domain-relevant

measure of data volume and information content.

5 EXPERIMENTAL DESIGN

Figure 2 below shows the flowchart of our experi-
mental design. The experiments consist of re-ranking
dataset retrieval results using a metadata-based data
valuation technique. It has four main steps: Metadata
extraction, User preferences request, Data value cal-
culation, and Re-ranking of the retrieved datasets.

5.1 Metadata Extraction

This consists of extracting metadata from the data cat-
alog system. For this use case, only three metadata
types have been extracted from 15 datasets: creation
date, number of spatial objects, and usage. The 15
selected datasets are the results of a query sent to the
data catalog system; they are ordered alphabetically
by default.

5.2 User Preferences Request

For this use case, the user preferences have been
requested during interviews with three stakeholders.
The stakeholders included in this study are managers
within the mapping agency with data management re-
sponsibilities for at least 3 years each.

The main goal of each interview (15-20 minutes)
was to get the stakeholders to assign weights to each
metadata field. A slider from 0 to 10 (with a step of
1) is used to assign the weight to each metadata.

Table 3 shows the weights provided by each stake-
holder. Stakeholder 2 (SH2) provided an invalid set of
weights (all of the weights are zero) because all of the
metadata selected for this case study was irrelevant to
them. Therefore, the retrieved datasets will be alpha-
betically presented to Stakeholder 2.

5.3 Personal Data Value Calculation

The personal data value is calculated for each dataset
using the valid weights provided by stakeholders SH1
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and SH3 and four randomly generated users’ prefer-
ences (using a uniform weight distribution) and Equa-
tion 5. The datasets are then ranked by data value.
The resulting personalized rankings are then com-
pared to the default alphabetic order, MDV and AHP-
based re-rankings. They were also compared to the
univariate rankings based on each metadata indepen-
dently (Usage, Number of Spatial Objects, and Cur-
rency; the current IR/DR data catalog re-ranking op-
tions).

6 EXPERIMENTAL RESULTS

6.1 Comparison with Other Data
Valuation Approaches

In this Section, we compare our approach with other
data valuation approaches: Chen (2005)’s usage-over-
time, Ma and Zhang (2019)’s MDV, and Qiu et al.
(2017)’s AHP-based data valuation techniques.

6.1.1 Our Approach vs Usage-over-Time Model

To computer the usage-over-time data value (see
Equation 6), we used a valuation period (vp) of 6
months, a lifestage length s of 1 month (usually in
terms of usage metadata granularity, here on monthly
basis), Nt = 6 (Nt is the number of lifestages per valu-
ation period), and x = 2 (x is a regularizer of the slope
of the weight distribution together with Nt ). Chen
(2005) suggest that significantly flat (too large x or Nt )
or steep (too small x or Nt ) weight distributions should
be avoided. Chen (2005) also advised that a valid val-
uation period for long-lived information should be at
least a few months on a quarterly or semi-annual ba-
sis.

We chose x = 2 because, for the examples shown
by Chen (2005) with Nt = 5, the weight distribution is
too flat for x= 1.2, too steep for x= 3, and in between
for x = 2.

We have 13 valuation periods with a length of 6
months for the first 12 periods and 1 month for the
last period. Therefore, for the last valuation period,
UT is equal to the collected usage data.

Vt(d) =
Nt

∑
i=1

(w(i)× f (Ui(d))), 0≤ f (Ui(d))≤ 1,

w(i) =
( 1

x )
i

∑Nt
j=1(

1
x )

j
,

Nt

∑
i=1

w(i) = 1, x≥ 1,

vp = [t− (Nt × s), t],Nt =
vp
s
.

(6)

Figure 3 below shows the Usage metadata trends
of the retrieved datasets (Figure 3a), the usage-over-
time (Figure 3b), and 6-month Exponential Moving
Average (EMA-6, Figure 3c). We can see that both
usage-over-time (as per Chen) and our proposed 6-
month EMA capture the main usage trends with re-
duced noise (steep highs and lows). The main differ-
ence is that the 6-month EMA reduces the effects of
the noise on the present values while the usage-over-
time removes them completely. EMA is preferred be-
cause it captures every movement while usage-over-
time fails for the same valuation period.

To make the graphs below and in the remainder of
this paper easy to read, Table 2 has been generated. It
maps each dataset to a unique ID. The dataset names
have been sorted alphabetically and an ID starting
from 1 has been assigned to them.

Table 2: Dataset IDs and Names Mapping.

IDs Datasets

1 ig/basemap premium
2 itm/6inch cassini
3 itm/basemap premium
4 itm/basemap public
5 itm/digitalglobe
6 itm/historic 25inch
7 itm/historic 6inch cl
8 itm/national high resolution imagery
9 itm/ortho
10 itm/ortho 2005
11 wm/basemap eire
12 wm/basemap ms public
13 wm/basemap premium
14 wm/basemap public
15 wm/digitalglobe

6.1.2 Our Approach vs MDV and AHP Data
Valuation Approaches

MDV (Ma and Zhang (2019)) is a natural extension of
the usage-over-time model by adding the Age (Valu-
ation Date minus Creation Date) and the Size meta-
data to the Usage metadata. MDV is calculated using
the Equation 7 below. The weights of the age (Wage)
and the size (Wsize), and the trade-off coefficient k
are set to Wage = Wsize = 0.5 and k = 0.2; the same
values as the example presented by (Ma and Zhang
(2019)). The Age and Size metadata are normalized
using the MinMax scaler (Scikit-learn implementa-
tion with default parameters6) then the resulting value
is subtracted from 1 because Ma and Zhang (2019) as-
sume that more recent and smaller sized datasets are

6https : / / scikit - learn.org / stable / modules / generated /
sklearn.preprocessing.MinMaxScaler.html
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Figure 2: Experimental design for personalized metadata-based data valuation.

(a) Usage metadata

(b) Usage-over-time

(c) 6-month Exponential Moving Average (EMA)

Figure 3: Comparison of usage-over-time with a 6-month
EMA at capturing the usage metadata trends.

considered more valuable.

V = kVs +(1− k)Vd ,

Vs = wsize× f (S(d))+wage× f (A(d)),
0≤ f (S(d))≤ 1,0≤ f (A(d))≤ 1,

Vd =Vt(d) (see Equation 6).

(7)

As we couldn’t collect pairwise comparisons of
the metadata from the stakeholders (see Section 4.1),
we will use the weights they provided (see Table 3)
to produce proxy pairwise comparisons. The pro-
vided weights are summed per metadata type and then
the inverse of the sum per metadata is multiplied by
the maximum of the sum (see Table 4 and Equation
8). The obtained pairwise comparison vector is used
to fill out the AHP Judgement matrix using its reci-

procity and transitivity properties (see Appendix 7).

VAHP = [
w′′Q
w′′Q

,
w′′Q
w′′U

,
w′′Q
w′′O

] = [1,
w′′Q
w′′U

,
w′′Q
w′′O

],

Because w′′Q = Max(w′′Q,w
′′
U,w

′′
O).

With w′′U =
m

∑
i=1

w′Ui
̸= 0,w′′Q =

m

∑
i=1

w′Qi
̸= 0,

w′′O =
m

∑
i=1

w′Oi
̸= 0,

(8)

VAHP is the first row vector of the judgement ma-
trix P because the diagonal elements of P are equal to
1. From VAHP, we can deduce the first column vec-
tor of P using its reciprocity property. Then, fill out
the rest of the matrix P using its transitivity property7.
For more details see Appendix 7.

Figure 4 below shows the order in which the re-
trieved datasets are presented to the users based on
MDV, AHP, and ours (ties are broken using alpha-
betic order). Figures 4a and 4b display the order in
which the retrieved datasets are shown to all the users.
Figures 4c-4h show the order in which the results are
presented to each user according to their preferences.
One can see that the order is different from one user to
another and from each user to MDV and AHP-based
rankings.

It can also be seen that the data value varies ac-
cording to the weights assigned to each metadata.
Therefore, we are going to measure the users’ satis-
faction rate in Section 6.2 below.

6.2 Users’ Satisfaction Evaluation

We define a user satisfaction rate as the probabil-
ity that users find the datasets they seek in the top
k = {5,10} of the retrieval results. Therefore, we cal-
culated the Jaccard score@5 and Jaccard score@10
between our approach and other re-ranking options.
We also computed NDCG which measures the degree

7It works fine considering VAHP as the first column vec-
tor of P instead of its first row vector. One just needs to
apply the reciprocity property of P then its transitivity prop-
erty.
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(a) Re-ranking Based on MDV (b) Re-ranking Based on AHP

(c) Re-ranking Based on SH1 Preferences (d) Re-ranking Based on SH3 Preferences

(e) Re-ranking Based on User1 Preferences (f) Re-ranking Based on User2 Preferences

(g) Re-ranking Based on User3 Preferences (h) Re-ranking Based on User4 Preferences

Figure 4: Retrieved Datasets’ Re-ranking Based on MDV, AHP, and Ours.

to which the results re-ranking using users’ prefer-
ences match the other re-rankings.

Table 5 presents the evaluation results regarding
NDCG, Jaccard score@5, and Jaccard score@10 per
user. The highest and the lowest scores per user and
metric are highlighted in bold and red. There is a
42.24% and a 56.52% chance on average that users

will find the dataset they are seeking in the top 5 and
top 10, respectively. The lowest chance is 0% for the
top 5 and 33.33% for the top 10; while the highest
chance is 100% in both cases. On average, the dif-
ferent re-rankings match the users’ preferred ordering
81.81% of the time.

It can also be seen in Table 5 that the degree to
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Table 3: Dataset value dimension (metadata field) weights
provided by stakeholders. SH2 provided an invalid set of
weights.

Stakeholders
(SH) / Users Currency #Spatial Objects Usage

SH1 10 8 5
SH3 9 9 4

User1 9 0 1
User2 7 1 7
User3 2 8 0
User4 0 4 2

Table 4: From stakeholders’ provided weights to AHP
weights.

Steps Currency
/ Age

#Spatial Objects
(Proxy for Size) Usage

SH1 10 8 5
SH3 9 9 4

The Sum of
the provided

weights
19 17 9

A pairwise
comparison 1 19/17 19/9

AHP weights 0.4222 0.3778 0.2

which a given re-ranking technique matches a user’s
preferred ordering does not predict the probability
of the user finding what they are seeking. For in-
stance, for SH1, 6month EMA got the highest NDCG
score. However, 6month EMA got the same Jac-
card score@5 as #Objects, MDV, and UT and a lower
Jaccard score@10 than #Objects.

7 CONCLUSION

This paper introduces a data valuation method that
can be used to re-rank dataset retrieval results. It
showed, using 12 datasets (the result of a query sent to
a data catalog) and 6 users (including two stakehold-
ers and 4 randomly generated using the uniform dis-
tribution of the weights), that there is only a 42.24%
and a 56.52% chance on average that users will find
the dataset they are seeking in the top 5 and top 10, re-
spectively. Users should find the information they are
seeking in the top 10 because, as shown by Jaenich
et al. (2024), the probability of a document being con-
sulted drops exponentially from the top 1 (100%) to
the top 10 (about 20%). In other words, if a document
is not in the top 10, its chances of being consulted are
less than 20%. It is important to re-rank retrieval re-
sults according to users’ interests because, in addition
to the query sent to a data catalog, users also have

Table 5: Evaluation Results.

Users
Data Value

Dims/Methods
NDCG

Jaccard
score@5

Jaccard
score@10

SH1

#Objects 0.8035 0.6667 1.0000
6month EMA 0.8958 0.6667 0.6667
AHP (Qiu et al.) 0.7487 0.0000 0.3333
Alphabetic order 0.7506 0.4286 0.3333
Currency 0.8482 0.0000 0.3333
MDV (Ma and Zhang) 0.8445 0.6667 0.5385
UT (Chen) 0.8384 0.6667 0.6667

SH3

#Objects 0.8035 0.6667 1.0000
6month EMA 0.8958 0.6667 0.6667
AHP (Qiu et al.) 0.7487 0.0000 0.3333
Alphabetic order 0.7506 0.4286 0.3333
Currency 0.8482 0.0000 0.3333
MDV (Ma and Zhang) 0.8445 0.6667 0.5385
UT (Chen) 0.8384 0.6667 0.6667

User1

#Objects 0.7669 0.2500 0.5385
6month EMA 0.8418 0.4286 0.5385
AHP (Qiu et al.) 0.8170 0.4286 0.6667
Alphabetic order 0.8199 0.2500 0.5385
Currency 0.7846 0.4286 0.5385
MDV (Ma and Zhang) 0.8540 0.4286 0.8182
UT (Chen) 0.8320 0.4286 0.5385

User2

#Objects 0.8660 0.6667 0.8182
6month EMA 0.8051 0.6667 0.6667
AHP (Qiu et al.) 0.7857 0.0000 0.4286
Alphabetic order 0.7692 0.4286 0.4286
Currency 0.7215 0.0000 0.4286
MDV (Ma and Zhang) 0.7524 0.6667 0.6667
UT (Chen) 0.7493 0.6667 0.6667

User3

#Objects 0.9977 1.0000 1.0000
6month EMA 0.8225 0.4286 0.6667
AHP (Qiu et al.) 0.8040 0.0000 0.3333
Alphabetic order 0.7571 0.4286 0.3333
Currency 0.8128 0.0000 0.3333
MDV (Ma and Zhang) 0.8174 0.4286 0.5385
UT (Chen) 0.8239 0.4286 0.6667

User4

#Objects 0.8245 0.6667 0.6667
6month EMA 0.9062 0.6667 0.8182
AHP (Qiu et al.) 0.7434 0.0000 0.3333
Alphabetic order 0.8174 0.4286 0.3333
Currency 0.8891 0.0000 0.3333
MDV (Ma and Zhang) 0.8623 0.6667 0.5385
UT (Chen) 0.8556 0.6667 0.8182

preferences regarding the retrieved datasets’ proper-
ties or metadata. In fact, Liu et al. (2020) argue that
the IR scholars have agreed that major improvement
in search performance can only be achieved by con-
sidering the users and their contexts; thus their pref-
erences. This paper is a step in that direction by using
the users’ preferences to re-rank IR results.

In the future, we are planning to run a set
of queries on public data catalogs (e.g. Kaggle
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datasets8) and collect the top k (k≤100) results sorted
by relevance and study the distribution of users’ sat-
isfaction through simulation.
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APPENDIX

AHP Explained

AHP stands for Analytic Hierarchy Process and was
first introduced by Saaty (1987). It is used to cal-
culate the relative weights of the criteria in a multi-
criteria decision setting. For instance, a multi-criteria
decision consists of choosing the best dataset among
multiple datasets considering their currency, size, and
usage frequency, simultaneously.

AHP has 5 main components:

1. Criteria. Selection of the criteria to be considered
in the decision making.

2. Pairwise Comparisons of the Criteria. This
consists of comparing each criterion to all the
other criteria. There are n(n−1)

2 comparisons
needed for n criteria.

3. Judgement Matrix P

• P is reciprocal: P(i, j) = 1/P( j, i)
• The diagonal elements of P are equal to 1
• Each element of P is a strictly positive real

number:
– P(i, j) = 1 means criteria i and j are equiva-

lent
– P(i, j) < 1 means criterion i is less important

than criterion j
– P(i, j)> 1 means criterion i is more important

than criterion j
4. Criteria Weights. The weights are calculated us-

ing the judgement matrix P. The details of the
calculation steps can be found in (Qiu et al.; Saaty
(2017; 1987)).

5. Consistency Ratio (CR). CR should be less than
or equal to 0.1 or 10%. It measures the transitive
consistency.
• Transitivity: if a = 2b and b = 3c, then a = 6c
• CR = 0 iff P is transitively consistent. Then

P(i, j) = P(i,k)×P(k, j), for all i, j, and k.

With one row or column vector from the judge-
ment matrix P (a vector of n elements with at least
one element equal to 1), one can fill out the rest of
the judgement matrix P using its reciprocity and tran-
sitivity properties. This is how we derived the AHP
weights shown in Table 4.
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Abstract: This paper conducts a systematic literature review on applying Large Language Models (LLMs) in informa-
tion retrieval, specifically focusing on content classification. The review explores how LLMs, particularly
those based on transformer architectures, have addressed long-standing challenges in text classification by
leveraging their advanced context understanding and generative capabilities. Despite the rapid advancements,
the review identifies gaps in current research, such as the need for improved transparency, reduced computa-
tional costs, and the handling of model hallucinations. The paper concludes with recommendations for future
research directions to optimize the use of LLMs in content classification, ensuring their effective deployment
across various domains.

1 MOTIVATION

Generative AI (GenAI), particularly LLMs, which
were designed for Natural Language Processing
(NLP) tasks, has changed the paradigm of Informa-
tion Retrieval (IR). An interesting list of IR top-
ics and themes based on LLMs is presented in (Liu
et al., 2024). Notably, automatic content classifica-
tion has improved thanks to LLMs. Before their rise,
achieving accurate and efficient content classification,
mainly of textual content, was challenging. LLMs
have successfully overcome these limitations.

Besides being trained on vast amounts of data,
most LLMs follow the transformer architecture
(Vaswani et al., 2017). According to NVIDIA, "70
percent of arXiv papers on AI posted in the last
two years mention transformers" (March 25, 2022).
These models effectively capture context and depen-
dencies using self-attention mechanisms, excelling in
NLP tasks, text generation, and context understand-
ing. The key concepts of the transformer models are:

• Model Architecture: It can be encoder-only, de-
signed to understand the meaning and context of
each word in relation to others, making it suitable
for classifying texts, answering questions, and other

a https://orcid.org/0009-0001-1245-286X
b https://orcid.org/0000-0002-6566-9114
c https://orcid.org/0000-0002-9086-4122

comprehension-based applications. It can also be
decoder-only and used to generate a new sequence
of words, making it suitable for various generative
tasks such as text generation, language modeling,
and conversational agents. Lastly, combining both
is also possible, resulting in encoder-decoder mod-
els. The foundational models1 that stand out in
each architecture are, respectively: BERT (Devlin
et al., 2019), GPT (Radford et al., 2018), and BART
(Lewis et al., 2020).

• Adapting a LLM: There are two main ways to
specialize a LLM for specific tasks. One method
is fine-tuning the model, which consists of adjust-
ing the model’s weights based on the new data.
The larger the model, the greater the computing re-
sources required. A more resource-efficient alterna-
tive, though potentially less effective, is In-Context
Learning (ICL). It involves giving the model exam-
ples of the task during inference2 without additional
training, allowing it to learn from these examples. It
can receive zero examples (zero-shot), i.e., the hy-

1A foundational model refers to a large, pre-trained
model that serves as a starting point or base for various spe-
cialized tasks and applications. These models are typically
trained on vast amounts of data and are designed to cap-
ture general patterns and features that can be fine-tuned for
specific use cases.

2Inference in the context of LLMs refers to generating
a response or prediction based on a given input.
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pothesis that the model is already capable is tested,
or it can receive some examples (few-shot).

Due to the immense potential and inherent com-
plexities of LLMs, it is essential to evaluate or con-
duct literature reviews to support the field of LLM-
based content classification, especially for textual
content. By understanding the current landscape and
methodologies, researchers can realize LLMs’ full
potential and ensure their applications are innovative
and effective in various fields. To check if the char-
acterization of that landscape (aka state of the art)
was already performed, we searched for literature re-
views on this topic in the SCOPUS database using this
search string:
"literature review" AND ( "information retrieval" OR
"contents classification" OR "topics classification" )
AND ( LLM OR "large language model" OR "founda-
tional model" OR GPT)

We obtained ten hits, but only two corresponded to
literature reviews (Mahadevkar et al., 2024; Yu et al.,
2023). However, none of these were about LLM-
based content classification. On (Yu et al., 2023), a
literature review addressed the critical need for guide-
lines for incorporating LLMs and GenAI into health-
care and medical practice. In contrast, a systematic
literature review on (Mahadevkar et al., 2024) identi-
fied potential research directions for information ex-
traction from unstructured documents.

In summary, the importance of LLM-based con-
tent classification and the lack of previous literature
reviews on this topic motivated us to write this paper.
It is organized as follows: Section 2 describes the re-
view methodology used to identify and conduct the
study; Section 3 analyzes the studies obtained; and
Section 4 provides a summary of the existing research
and identifies the threats to this literature review.

2 METHODOLOGICAL
APPROACH

A systematic literature review (SLR), in contrast to an
unstructured review approach, reduces bias by follow-
ing a strict and methodical sequence of stages for con-
ducting literature searches (Wohlin, 2014; Kitchen-
ham and Brereton, 2013). The ability of an SLR to
methodically search, extract, analyze, and document
findings in stages depends on carefully designed and
evaluated review protocols. The technique for these
efforts is described in this section.

2.1 Planning the Review

2.1.1 Research Questions

The following research questions were formulated:

• RQ1: What type of empirical studies have been
conducted in LLM-based content classification?

• RQ2: How extensive is the research in this area?

• RQ3: What were the relevant contributions of the
existing studies?

• RQ4: Can LLMs be used to assess the quality of
studies?

2.1.2 Review Protocol

Based on the research conducted by (Stahlschmidt
and Stephen, 2020), Scopus offers more extensive
subject coverage than Web of Science and Dimen-
sions, encompassing the majority of articles found in
these two databases. As a result, we chose to use the
Scopus database exclusively for our formal literature
search.

2.1.3 Search String

Keywords were derived from the research questions
and used to search the primary study source. The
search string included the most important terms re-
lated to the research questions, including synonyms,
related terms, and alternative spellings.

To carry out the intended research, the following
search string was drawn up:
("Large Language Model" OR "Foundational
Model") AND ("Contents Classification" OR "Topic
Classification")

2.1.4 Inclusion Criteria

A careful review of the abstracts and overall structure
of the studies was conducted to determine their rele-
vance to our research. The decision to include a study
in our selection was based on the fulfillment of the
following inclusion criteria: be written in English; be
a primary study; match at least one of the literature
review objectives; be the most up-to-date and com-
prehensive version of the document.

2.1.5 Data Extraction

The Elicit AI Research Assistant was used to extract
details from papers into an organized table. Accord-
ing to its website, it has been used by more than 2 mil-
lion researchers. Besides, it is claimed that Elicit uses
various strategies to reduce the rate of hallucinations
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such as "process supervision, prompt engineering, en-
sembling multiple models, double-checking our re-
sults with custom models and internal evaluations,
and more to reduce the rate of hallucinations". This
indicates that it is a robust and trustworthy AI solution
for summarizing, finding, and extracting details from
scientific articles.

Elicit allows us to extract several details from sci-
entific articles, but we have only selected these: re-
search question; summary of introduction; dataset;
limitations; research gaps; software used; algorithms;
methodology; main findings; Study Objectives; study
design; intervention effects; hypotheses tested; exper-
imental techniques.

All the information extracted with Elicit is avail-
able online here (Cosme et al., 2024).

2.1.6 Quality Assessment

Despite the limited number of articles under review,
the studies from the preceding phase were evaluated
and analyzed to gauge their quality.

The quality assessment of the studies consists
of 7 questions (see box with Prompt 1 and box
with Prompt 2), each to be answered with a score
from an ordinal scale: 0—Strongly Disagree, 1—Dis-
agree, 2—Neither Agree nor Disagree, 3—Agree,
4—Strongly Agree.

Since the main objective of our scientific research
involves using LLMs, we decided to carry out a per-
formance comparison test to evaluate the quality of
articles between a manual assessment and an LLM-
based one.

The information extracted from Elicit was then
used as a basis for the manual and LLM-based qual-
ity assessment. For the LLM-based evaluation, we
carried it out using prompting combined with the ICL
Zero-shot technique, as this is the fastest and most
cost-effective approach compared to fine-tuning and
few-shot ICL techniques.

The prompt template used, which is outlined be-
low (Prompt 1), is organized in the following man-
ner: it begins with an introduction to the task, fol-
lowed by the expected output that the LLM should
produce, a JSON object where each key represents
a question indicator, and the values are the assigned
scores. Lastly, for every article, the term """ARTI-
CLE""" is substituted with the corresponding JSON
object, in which each key signifies an Elicit field, and
the values are the related information. An important
note is that none of the available Elicit fields refer
to related work, so it is impossible to answer Q2 the
same way as the other questions.

Prompt 1

Your task is to assess the quality of a study article
based on the information provided. You’ll receive
two JSON objects:
1 - A JSON object with question indicators as keys
and the corresponding questions as values.
2 - Another JSON object containing information
about the article, where keys represent specific pa-
rameters.
Your goal is to assign to each question a score from
0 to 4 (0 - strongly disagree, 1 - disagree, 2 - neither
agree nor disagree, 3 - agree, 4 - strongly agree).
Please provide your evaluation in the following
JSON format: {"Q1": <score>, "Q2": <score>, . . . }.
Questions: {
"Q1": "Were the study’s goals and research ques-
tions clearly defined?"
"Q3": "Was the research design clearly outlined?"
"Q4": "Were the study limitations evaluated and
identified?"
"Q5": "Was the data used for validation described
in sufficient detail and made available?"
"Q6": "Were answers to the research questions pro-
vided?"
"Q7": "Were negative or unexpected findings re-
ported about the study?"
}
Article:
"""ARTICLE"""
Please provide the requested JSON.

Microsoft Copilot was the LLM used. For Q2, the
procedure was as follows: via the Copilot sidebar sec-
tion in the Microsoft Edge browser, we can restrict the
relevant information sources to the open page only,
which in this case is a PDF opened in Microsoft Edge.
We then provided Prompt 2 (see the corresponding
box).

Prompt 2

Your task is to assign a score from 0 to 4 (0 -
strongly disagree, 1 - disagree, 2 - neither agree nor
disagree, 3 - agree, 4 - strongly agree) to a question
from a study quality assessment about this article.
Besides the score, you must provide a detailed jus-
tification and identify the sections or pages (if pos-
sible both) that contribute to your answer.
The question is: "Was previously published related
work exposed and compared with the research re-
sults claimed in the study?"
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2.2 Conducting the Review

2.2.1 Execute Search

Applying the specified search string resulted in the
retrieval of nineteen scientific articles. Seven studies
were rejected, and twelve articles were accepted.

One of the accepted studies, (Russo et al., 2023),
is an overview of a challenge in which several teams
presented their approach to classifying the content of
messages as conspiratorial or non-conspiratorial and
their conspiratorial type. So, articles of that challenge
relevant to the research topic that did not appear in the
search string results and fulfill the inclusion criteria
have been added. This resulted in a total of thirteen
accepted articles.

2.2.2 Apply Quality Assessment

Figure 1 shows the mean absolute score difference be-
tween the two methods (LLM and manual) for each
question, highlighting the response variability. A
lower difference indicates that the responses, while
not identical, are relatively similar. Inversely, a
higher difference indicates significant variability in
responses. A red line is drawn at a mean absolute
difference of 0.5 to help visualize the variability. We
consider an average difference of 0.5 or less across
the 13 studies to be a strong indicator of agreement
between the methods. For example, for questions Q1
and Q6, the number of questions without agreement
was 4 for each.

Nevertheless, analyzing the mean scores assigned
to each question by method is also helpful in under-
standing the performance (Figure 2). Both graphs
show that Q7 has the most significant disparity, with
the highest mean absolute score difference between
the two methods and the largest gap between the mean
scores (|2.77 - 1.08| = 1.69). Given that Q7 relates
to identifying negative or unexpected findings in the
study, the higher scores assigned by the LLM-based
method may indicate that LLMs have difficulty pe-
nalizing score assignments. Q4 shows a minimal dif-
ference in average scores, with |3.08 - 3.00| = 0.08,
but a mean absolute score difference of 0.54. This
discrepancy occurs because one study had opposite
responses (4 vs 0), significantly affecting the mean
absolute score difference.

This suggests that the most effective way to eval-
uate performance on this test is to examine the mean
absolute difference in scores. For example, if Study
X scored 2 and 4 on the same question using the
LLM and Manual methods, respectively, and Study
Y scored 4 and 2, the difference between the mean
scores would be 0: 3 - 3 = 0. However, the mean ab-

solute difference would be 2: ( | 4 - 2 | + | 2 - 4 | )
/ 2 = 2. In other words, focusing only on the differ-
ence between the average scores could misleadingly
suggest that the LLMs gave the same answers as hu-
mans, when in fact they did not.

Figure 1: Mean Absolute Score Difference Between Meth-
ods Per Question.

The data obtained in the comparison between
manual (M) and LLM (L) analysis is available online
here (Cosme et al., 2024).

Q1
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Q3

Q4

Q5
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Q71
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4

Mean Score by Question and Method
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Manual

Figure 2: Radar Chart Displaying the Average Scores Given
to the Studies by M and L.

Although the results indicate that using ICL zero-
shot is not yet reliable, we conclude that assessing the
quality of scientific articles with LLMs may be fea-
sible. This could be achieved through more extensive
research with a fine-tuned model or by using ICL few-
shot examples.

Due to the few studies, this task did not remove
any studies and was only useful for assessing their
overall quality.
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3 DOCUMENT THE REVIEW

3.1 Demographics

Figure 3 illustrates that all studies are collaborative
efforts with multiple authors, with most having two
authors. There are also two rare cases with many
researchers (16). Regarding the authors’ affiliation
(Figure 5), the most common scenario involves one
or two institutions. The relatively low number of in-
stitutions compared to the number of authors suggests
a gap in inter-institutional collaboration that could im-
prove research. This is further emphasized by the lack
of international partnerships, with only one article in-
volving cooperation between teams from Indonesia
and Turkey. Regarding authors’ affiliation countries,
while no single country dominates, Europe emerges
as the most active continent (Figure 4).

2 3 4 5 8 16
Number of Authors

0

1

2

3

4

5

Fr
eq

ue
nc

y

Figure 3: Publication Frequency by Authors Count.

Figure 6 clearly shows that most selected studies
were published in workshops and journals. It should
be remarked that three articles come from the same
workshop (EVALITA 2023). This “high concentra-
tion” in a single workshop may indicate the topic is
still niche, with limited venues for broader exposure.
It can also be considered a sign that a community is
emerging, with the possibility of broader interest in
the future.

3.2 Analysis and Findings

A methodology was proposed in (Rodríguez-Cantelar
et al., 2023) to address the problem of inconsis-
tent responses in chatbots. It consists of hierarchi-
cal topic/subtopic detection using zero-shot learning
(through GPT-4), and detecting inconsistent answers
using clustering techniques. The datasets used in the
study were the DailyDialog corpus (Li et al., 2017)
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Figure 5: Publication Frequency Affiliates Count.

and data collected by the authors’ Thaurus bot dur-
ing the Alexa Prize Socialbot Challenge (SGC5). Us-
ing the DailyDialog dataset, the authors achieved a
weighted F1 score of 0.34 for topic detection and 0.78
for subtopic detection. The SGC5 dataset obtained
an accuracy of 81% and 62% for topic and subtopic
detection, respectively. Notably, there is room for
improvement in the DailyDialog topic detection, as
the authors recorded a lower weighted F1 score, indi-
cating a significant number of false positives or false
negatives.

An overview of the EVALITA 2023 chal-
lenge "Automatic Conspiracy Theory Identification
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(ACTI)" is presented in (Russo et al., 2023). The
challenge focuses on identifying whether an Italian
message contains conspiratorial content (Subtask A)
and, if so, classifying it into one of four possible con-
spiracy topics: "Covid", "Qanon", "Flat Earth", or
"Pro-Russia" (Subtask B). A total of eight teams par-
ticipated in Subtask A and seven teams in Subtask
B. The provided dataset was the same for each team
and each task. It used a collection of Italian com-
ments scraped from 5 Telegram channels known for
hosting conspiratorial content, collected between Jan-
uary 1, 2020, and June 30, 2020. The comments were
manually annotated by two human annotators to iden-
tify conspiratorial content (as "Not Relevant", "Non-
Conspiratorial" or "Conspiratorial") and categorize
it into specific conspiracy theories. The authors cal-
culated inter-annotator agreement rates using Cohen’s
Kappa coefficient to evaluate the consistency among
annotators. They achieved high agreement levels: a
Cohen’s Kappa of 0.93 for Subtask A and 0.86 for
Subtask B. For data integrity reasons, comments that
didn’t receive the same classification were excluded,
and "Not Relevant" comments were also discarded to
focus solely on relevant conspiratorial content. The
final datasets consist of 2,301 comments labeled with
a binary label for Subtask A and 1,110 comments la-
beled with a value from 0 to 3, representing the spe-
cific conspiracy topic. The articles in this challenge
that are relevant to the subject of this paper are:

• The authors of (Cignoni and Bucci, 2023)
compared the performance between two fine-
tuned encoder-only transformer models (bert-base-
italian-xxl-cased and XLM-RoBERTa (Conneau

et al., 2020)) and a non fine-tuned decoder-only
transformer model (LLaMA 7B (Touvron et al.,
2023)). The BERT models achieved a higher test
score than the LLaMa model in both subtasks. For
Subtask A: 0.83, 0.82 and 0.80, respectively. For
Subtask B: 0.83, 0.85 and 0.74, respectively. The
article does not provide details regarding the study’s
limitations and how LLaMa was used.

• In (Hromei et al., 2023), the authors took a dis-
tinct approach. Initially, they introduced a model to
address all tasks in the EVALITA 2023 challenge,
not just the ACTI task. Consequently, their dataset
was significantly larger than the one provided for
the ACTI task, comprising 134,018 examples from
various tasks. For each task, the authors compared
the performance of two models. One is an encoder-
decoder model named extremIT5, based on IT5,
consisting of approximately 110 million parame-
ters. It was fine-tuned by concatenating task names
and input texts to generate text solving the target
tasks. The other model is a decoder-only model
named extremITLLaMA, based on LLaMa 7B. It
was first trained on Italian translations of Alpaca
instruction data using LoRA (Low-Rank Adapta-
tion)3(Hu et al., 2022), to enable the model to com-
prehend instructions in Italian. Then, it is further
fine-tuned using LoRA on instructions reflecting
the EVALITA tasks. In their final results, the au-
thors achieved an F1 score of 0.82 for Subtask A us-
ing extremIT5 and 0.86 with extremITLLaMA. For
Subtask B, the F1 scores were 0.81 and 0.86, re-
spectively. The biggest limitations of this study are
the computational cost and inference speed of the
larger extremITLLaMA model and the limited ex-
ploration of architectures and hyperparameters due
to time constraints. In conclusion, the authors sug-
gest that exploring zero-shot or few-shot learning
could benefit sustainability, as it reduces the need
for large amounts of annotated data.

For Subtask A, the approach in (Cignoni and
Bucci, 2023) achieved the sixth rank, while the one in
(Hromei et al., 2023) secured the second position. For
Subtask B, their rankings were fourth and fifth. The
winning team in both subtasks employed an approach
that leveraged data augmentation through LLMs.

In (Trust and Minghim, 2023), query-focused sub-
modular mutual information functions are proposed
to select diverse and representative demonstration ex-
amples for ICL in prompting. In addition, an in-
teractive tool is presented to explore the impact of

3LoRA fine-tuning significantly reduces the computa-
tional and storage costs of training large language models
by only adjusting a subset of low-rank parameters.
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hyperparameters on model performance in ICL. For
evaluation purposes, the authors have applied their
method to the following tasks: two sentiment clas-
sification tasks with Stanford Sentiment Treebank
datasets (SST-2 and SST-5) (Socher et al., 2013), and
a topic classification task with the AG News Classifi-
cation Dataset (Zhang et al., 2015). Their methodol-
ogy consists of the following two steps.
i. Retrieval: The goal here is to, based on the input

test, select representative and diverse in-context
demonstration examples from the training data.
The input test and the training dataset undergo
embedding via the sentence transformer (Reimers
and Gurevych, 2019) to achieve this. Subse-
quently, specialized selection occurs by leverag-
ing Submodular Mutual Information (SMI) func-
tions to choose examples from the training data.
The selected examples are then incorporated into
a prompt template alongside an optional task di-
rective or as stand-alone demonstrations.

ii. Inference: The prompt template and input test are
fed into a pre-trained language model to deduce
the corresponding label. They used three open-
source pre-trained models: GPT-2 (Radford et al.,
2019), OPT (Zhang et al., 2023), and BLOOM
(Le Scao et al., 2022).
According to the authors, their approach can yield

performance enhancements of up to 20% when com-
pared to random selection or conventional prompting
methods, and the size and type of the language model
do not always guarantee better performance.

A transit-topic-aware language model that can
classify open-ended text feedback into relevant
transit-specific topics based on traditional transit Cus-
tomer Relationship Management (CRM) feedback is
proposed in (Leong et al., 2024). The primary dataset
includes around 180,000 anonymous customer feed-
back comments, manually labeled, from the Washing-
ton Metropolitan Area Transit Authority (WMATA)
CRM database, covering January 2017 to December
2022. Given 61 distinct labels, the authors used La-
tent Dirichlet Allocation (LDA) to group customer
feedback into broader topics. Due to the limitation
of LDA in detecting significantly less represented
topics, these topics were excluded from the CRM
dataset before applying LDA and grouped accord-
ing to their original topic (2 niche groups). LDA
failed to identify a primary topic for approximately
62,000 complaints. As a result, the final dataset in-
cluded around 120,000 complaints categorized into
11 topics (9 LDA-detected topics and two niche top-
ics). They evaluated the performance of five ML
models (Random Forest, Linear SGD, SVM, Naive
Bayes, and Logistic Regression) against the proposed

MetRoBERTA LLM. MetRoBERTA is a fine-tuned
version, with the CRM dataset, of the RoBERTa LLM
open-sourced by Meta Research (Liu et al., 2019).
MetRoBERTA outperformed the traditional ML mod-
els with a macro average F1-score of 0.80 and a
weighted average F1-score of 0.90, compared to the
best ML model with 0.76 and 0.88, respectively. A
significant limitation of this study is the exclusion of
approximately 60,000 initial complaints, accounting
for over one-third of the entire dataset.

The paper (Borazio et al., 2024) introduces a
novel framework that uses LLMs to identify and cat-
egorize emergent socio-political phenomena during
health crises, with a focus on the COVID-19 pan-
demic, and to provide explicit support to analysts
through the generation of actionable statements for
each topic. For this aim, they used a dataset of
2,254 news articles manually categorized by ISS (Is-
tituto Superiore di Sanità) experts into five topics:
"Covid Variants," "Nursing Homes Outbreaks," "Hos-
pital Outbreaks," "School Outbreaks," and "Fami-
ly/Friend Outbreaks," collected from February 2020
to September 2022. Then, their system generates lin-
guistic triples to capture fine-grained concepts, which
analysts can refine to correlate themes. For the fol-
lowing step, they have employed a model based on
BART (Lewis et al., 2020) and previously trained on
the Multi-Genre Natural Language Inference corpus
(Williams et al., 2018). The model uses zero-shot
classification to associate news articles with the iden-
tified topics without fine-tuning. Preliminary results
demonstrate accurate mapping of news articles to spe-
cific, detailed topics. The system achieved an accu-
racy of 67% when proposing a single class, which in-
creased to 88% when considering the top two system
suggestions. However, the authors acknowledge po-
tential limitations, including hallucinations from inte-
grating a decoder LLM (GPT-4) for prompting gener-
ation.

The benchmarking study LAraBench (Abdelali
et al., 2024) addresses the gap in comparing LLMs
against state-of-the-art (SOTA) models used already
for Arabic natural language processing and speech
processing tasks. 61 publicly available datasets were
used to support 9 task groups: Word Segmenta-
tion, Syntax and Information Extraction; Machine
Translation; Sentiment, Stylistic and Emotion Anal-
ysis; News Categorization; Demographic Attributes;
Factuality, Disinformation and Harmful Content De-
tection; Semantics; Question Answering; Speech
Processing. The models GPT-3.5-Turbo, GPT-4,
BLOOMZ, and Jais-13b-chat were used for NLP
tasks combined with zero and few-shot learning. Fol-
lowing the recommended format from Azure Ope-
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nAI Studio Chat playground and PromptSource (Bach
et al., 2022), various prompts were explored, and the
most reasonable one was selected. The study re-
vealed that in specific multilabel tasks, like propa-
ganda detection, the LLMs sometimes generated out-
puts that did not fit the predefined labels. Besides that,
they mention that deploying LLMs seamlessly re-
quires substantial effort in crafting precise prompts or
post-processing to align outputs with reference labels.
While GPT-4 has made significant strides by closing
the gap with state-of-the-art models and outperform-
ing them in high-level abstract tasks like news cate-
gorization, consistent SOTA performance in sequence
tagging remains challenging. In addition, the authors
registered an averaged macro-F1 improvement from
0.656 to 0.721 by using few-shot learning (10-shot)
instead of zero-shot learning.

In (Peña et al., 2023), the potential of LLMs to
enhance the classification of public affairs documents
is studied. The researchers gathered raw data from
the Spanish Parliament, spanning November 2019 to
October 2022. They acquired approximately 450,000
records, with only around 92,500 of them labeled.
They concentrated on the 30 most frequent topics out
of 385 labels to mitigate the impact of significant class
imbalances. As models, they have used four trans-
former models pre-trained from scratch in Spanish
by the Barcelona Supercomputing Center in the con-
text of the MarIA project (Gutiérrez-Fandiño et al.,
2022): RoBERTa-base, RoBERTa-large, RoBER-
Talex, and GPT2-base. Their approach involves em-
ploying transformer models in conjunction with clas-
sifiers. They conducted experiments using four mod-
els combined with three classifiers (Neural Networks,
Random Forests, and SVMs). The results demon-
strate that utilizing an LLM backbone alongside SVM
classifiers is an effective strategy for multi-label topic
classification in public affairs, achieving accuracy ex-
ceeding 85%.

An improvement of the GPT-3 performance on a
short text classification task, using data augmentation,
is explored in (Balkus and Yan, 2023). The authors
pretend to classify whether a question is related to
data science by comparing two approaches: augment-
ing the GPT-3 Classification Endpoint by increasing
the training set size and boosting the GPT-3 Com-
pletion Endpoint by optimizing the prompt using a
genetic algorithm. Both methods are accessible via
the GPT-3 API, each with advantages and drawbacks.
The Completion Endpoint relies on a text prompt fol-
lowed by ICL (zero-shot or few-shot), but its perfor-
mance is notably influenced by the specific examples
included. In contrast, the Classification Endpoint uti-
lizes text embeddings and offers more consistent per-

formance, although it necessitates a substantial num-
ber of examples (hundreds or thousands) to achieve
optimal results. The dataset used in the study con-
sists of 72 short text questions collected from the Uni-
versity of Massachusetts Dartmouth Big Data Club’s
Discord server. In Classification Endpoint Augmenta-
tion, GPT-3 was employed to generate new questions.
Among the approaches, the embedding-based GPT-
3 Classification Endpoint achieved the highest accu-
racy, approximately 76%, although this falls short of
the estimated human accuracy of 85%. On the other
hand, the GPT-3 Completion Endpoint, optimized us-
ing a genetic algorithm for in-context examples, ex-
hibited strong validation accuracy but lower test ac-
curacy, suggesting potential overfitting.

The study in (Nasution and Onan, 2024) presents
a comparison on the quality of annotations gener-
ated by humans and LLMs for Turkish, Indone-
sian, and Minangkabau NLP tasks (Topic Classifica-
tion, Tweet Sentiment Analysis, and Emotion Clas-
sification). In their study, the authors used three
Turkish datasets, each designed for one of the NLP
tasks. Additionally, they employed two Indonesian
datasets: one customized for Tweet Sentiment Anal-
ysis and the other for Emotion Classification. Fur-
thermore, they included two Minangkabau datasets
translated from the Indonesian datasets. The study
employed the following LLMs: ChatGPT-4, BERT
(Devlin et al., 2019), BERTurk (a fine-tuned Turk-
ish version of BERT), RoBERTa (Liu et al., 2019)
(fine-tuned on specific datasets), and T5 (Mastropaolo
et al., 2021). Human annotations consistently outper-
formed LLMs across various evaluation metrics, serv-
ing as the benchmark for annotation quality. While
ChatGPT-4 and BERTurk demonstrated competitive
performance, they still fell short of human annota-
tions in certain aspects. The trade-off between preci-
sion and recall was observed among the LLMs, high-
lighting the need for better balance in these two mea-
sures.

The use of LLMs for moderating online discus-
sions is investigated in (Gehweiler and Lobachev,
2024). The focus is on identifying user intent in var-
ious types of content and exploring content classifi-
cation methods. As data sources, the authors have
used various datasets, such as the One Million Posts
Corpus dataset by the Austrian Research Institute for
Artificial Intelligence (OFAI) of German comments
made on the Austrian newspaper website’s (Schabus
et al., 2017). Another dataset used was the New York
Times Comments collection with over two million
comments on over 9,000 articles. The LLMs they
used were obtained from the Detoxify python library.
Their research highlights effective LLM approaches
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Table 1: Articles summary information.

Article Method Evaluation
Metrics

Description

(Rodríguez-Cantelar
et al., 2023) ICL

Weighted F1 Topic: 0.34; Subtopic: 0.78 (DailyDialog)
Accuracy Topic: 81%; Subtopic: 62% (SGC5)

(Cignoni and Bucci,
2023)

Fine-
tuning

Macro-avg
F1

Subtask A: 0.83, 0.82 and 0.80, respectively.
Subtask B: 0.83, 0.85 and 0.74, respectively.

(Hromei et al., 2023) Fine-
tuning F1

Subtask A: 0.82 (extremIT5); 0.86 (extremITLLaMA).
Subtask B: 0.81 (extremIT5); 0.86 (extremITLLaMA)

(Trust and Minghim,
2023) ICL F1

Sentiment Classification: 88.35%.
Topic Classification: 90.56%.

(Leong et al., 2024) Fine-
tuning

Macro-avg F1 0.80 compared to the best ML model with 0.76
Weighted F1 0.90 compared to the best ML model with 0.88

(Borazio et al., 2024) ICL Accuracy Single Class: 67%; Top two system suggestions: 90.56%.
(Abdelali et al., 2024) ICL Macro-avg F1 Few-shot (10-shot): 0.721; Zero-shot: 0.656.
(Peña et al., 2023) Fine-

tuning
Accuracy Accuracies higher than 85%.

(Balkus and Yan,
2023)

ICL Accuracy LLM: 76%; Estimated Human: 85%.

(Nasution and Onan,
2024)

Fine-
tuning;
ICL

Avg F1 Human: 0.883; GPT-4: 0.865.

(Gehweiler and
Lobachev, 2024)

Fine-
tuning

F1 Identifying user intent: 0.755.

(Van Nooten et al.,
2024)

Fine-
tuning;
ICL

F1 score Zero-shot experiments lag behind fine-tuned models.

for discerning authors’ intentions in online discus-
sions and that fine-tuned AI models, based on exten-
sive data, show promise in automating this detection.

The authors of (Van Nooten et al., 2024) report
their results for classifying the Corporate Social Re-
sponsibility (CSR) Themes and Topics shared task,
which encompasses cross-lingual multi-class and
monolingual multi-label classification. The shared
task involved two subtasks: cross-lingual, multi-class
classification for recognizing CSR themes (using one
dataset) and monolingual multi-label text classifica-
tion of CSR topics related to Environment (ENV)
and Labour and Human Rights (LAB) themes (using
two datasets). For text classification, the LLMs used
were GPT-3.5 and GPT-4 (both zero-shot and without
fine-tuning), as well as fine-tuned versions of Distil-
BERT (Sanh et al., 2019), BERT (Devlin et al., 2019),
RoBERTa, and RoBERTa-large (Liu et al., 2019). For
the themes dataset, the authors used fine-tuned ver-
sions of Multi-Lingual DistilBERT, XLM-RoBERTa,
and XLM-RoBERTa-large (Conneau et al., 2020).
Their zero-shot experiments with GPT models show
they still lag behind fine-tuned models in multi-label

classification.
Table 1 shows the training methods used, the eval-

uation metrics, and the main results of this evaluation.

4 CONCLUSIONS

4.1 Recap of Research Questions

RQ1: What Type of Empirical Studies Have Been
Conducted in LLM-Based Content Classification?
Although the number of studies is limited, their anal-
ysis reveals a wide variety of methodologies, in-
cluding different approaches (e.g., ICL vs. fine-
tuning, prompting strategies) and model architec-
tures (encoder-only, encoder-decoder, decoder-only),
as well as research areas explored:

• Hierarchical topic/subtopic detection in inconsis-
tent chatbot responses (Rodríguez-Cantelar et al.,
2023)

• Socio-political phenomena during health crises
(Borazio et al., 2024);
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• Public affairs documents (Peña et al., 2023);

• Customer feedback (Leong et al., 2024);

• Corporate Social Responsibility themes and topics
(Van Nooten et al., 2024);

• Conspiracy Content (Cignoni and Bucci, 2023;
Hromei et al., 2023)

• Sentiment (Trust and Minghim, 2023; Nasution and
Onan, 2024)

• Emotion (Nasution and Onan, 2024)

• Benchmarking of NLP and speech processing tasks
(Arabic) (Abdelali et al., 2024)

• Short questions (Balkus and Yan, 2023)

• User intent in online discussions (Gehweiler and
Lobachev, 2024)

• Comparison of generated annotations (Nasution
and Onan, 2024)

RQ2: How Extensive Is the Research in this Area?
Although there are currently only a few approaches to
topic/content classification using LLMs, this field is
emerging. We believe it will grow and improve sig-
nificantly in the future.

RQ3: What Were the Relevant Contributions
of the Existing Studies?
Based on the available studies, fine-tuned LLMs
outperform LLMs prompted with ICL techniques
(Balkus and Yan, 2023; Van Nooten et al., 2024).
When fine-tuning models, it is essential to care-
fully consider the choice between an encoder-only
model, a decoder-only model, or an encoder-decoder
model. Each architecture has distinct characteristics
and implications for the model’s behavior and per-
formance. However, achieving optimal performance
requires substantial computational resources and a
dataset containing hundreds or thousands of exam-
ples. LLMs can be prompted using zero-shot or few-
shot techniques as a more cost-effective alternative.
A comparison between these two methods for a spe-
cific case was conducted in (Abdelali et al., 2024),
revealing that few-shot outperformed zero-shot. No-
tably, the selection of few-shot examples plays a cru-
cial role (Trust and Minghim, 2023), and there are
limitations related to the reasoning abilities of LLMs.
Researchers (Abdelali et al., 2024; Borazio et al.,
2024) reported challenges arising from model hallu-
cinations.

RQ4: Can LLMs Be Used to Assess the Quality
of Studies?
While the results suggest that using ICL zero-shot is
not yet reliable, we conclude that evaluating the qual-
ity of scientific articles with LLMs may be feasible.
This could be achieved either through more extensive

research with a fine-tuned model or by using ICL few-
shot examples.

4.2 Threats to Validity

The following types of validity issues were consid-
ered when interpreting the results from this review.

Construct Validity: A literature database of rel-
evant books, conferences, and journals served as the
source for the research found in the systematic review.
Therefore, bias in selecting publications is a poten-
tial drawback of this strategy, especially considering
that three of the thirteen articles were submitted to the
same workshop. To address this, we used a research
protocol that included the study objectives, research
questions, search approach, and search terms. Inclu-
sion and exclusion criteria for data extraction were es-
tablished to reduce this bias further.

Our dataset only includes studies published in the
last two years (2023 and 2024), making it challenging
to identify trends due to the recent and limited sam-
ple size. Moreover, the studies on LLM-based content
classification only used well-established taxonomies,
such as news categorization and fake news topics.
None of the studies used a taxonomy the model had
not encountered during its training process.

Internal Validity: No studies were excluded dur-
ing the quality assessment due to the low number of
documents retrieved in the search, so there is no po-
tential threat to internal validity. In other words, we
did not exclude studies that could contribute signifi-
cantly despite their lower quality.

External Validity: There may be other valid stud-
ies in digital libraries that we did not search. How-
ever, we attempted to mitigate this limitation using
the most relevant literature repository. Additionally,
studies not written in English were excluded, which
may have omitted important papers that would other-
wise have been included.

Conclusion Validity: There may be some bias
during the data extraction phase. However, we have
addressed this by defining a data extraction form to
ensure consistent and accurate data collection to an-
swer the research questions. While there is always a
small chance of inaccuracies in the numbers, we mit-
igate this by publishing our final dataset, allowing for
replication and further validation.

4.3 Future Work

The use of LLMs in information retrieval is promis-
ing, as shown by recent studies and their years of pub-
lication. Future research should optimize LLMs for
different domains, focusing on domain-specific fine-
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tuning and possibly hybrid models to maintain broad
knowledge while adapting to specialized domains.

Improving the interpretability of LLM-based clas-
sifiers is critical because they often operate as black
boxes, limiting trust in sensitive areas such as health-
care and finance. Creating explainability frameworks
within LLM architectures can increase transparency
and trust by clarifying classification decisions.

Ethical considerations are also critical. Research
should focus on mitigating biases in LLM training
data and outputs to ensure fair content classification.

Efficiency, scalability, and dynamic adaptation
of LLMs are growing challenges. Future stud-
ies should improve computational efficiency through
model compression or streamlined architectures, and
explore continuous or reinforcement learning to help
keep LLMs up to date with evolving content such as
social media and news.

Lastly, enhancing cross-domain transfer learning
can improve LLM adaptability across different appli-
cations. By refining these techniques, LLMs could
become more versatile and excel at content classifica-
tion across various industries.
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Abstract: The increasing popularity of Large Language Models (LLMs) in recent years has changed the way users
interact with and pose questions to AI-based conversational systems. An essential aspect for increasing the
trustworthiness of generated LLM answers is the ability to trace the individual claims from responses back to
relevant sources that support them, the process known as answer attribution. While recent work has started
exploring the task of answer attribution in LLMs, some challenges still remain. In this work, we first perform
a case study analyzing the effectiveness of existing answer attribution methods, with a focus on subtasks of
answer segmentation and evidence retrieval. Based on the observed shortcomings, we propose new methods for
producing more independent and contextualized claims for better retrieval and attribution. The new methods are
evaluated and shown to improve the performance of answer attribution components. We end with a discussion
and outline of future directions for the task.

1 INTRODUCTION

As Large Language Models (LLMs) rise in popularity
and increase their capabilities for various applications,
the way users access and search for information is no-
ticeably changing (Kaddour et al., 2023). The impres-
sive ability of LLMs to produce human-sounding text
has led to new applications but also raised concerns.
They sometimes generate responses that sound con-
vincing but lack accuracy or credible sources, so-called
hallucinations (Ji et al., 2023). This poses challenges
to their reliability, especially in critical applications
like law or healthcare, as well as in day-to-day usage
(Wang et al., 2024a).

Additionally, the opaque nature of these models
complicates understanding their decision-making pro-
cesses and interpretability of generated outputs (Singh
et al., 2024). As these models continue to permeate var-
ious sectors, from education (Kasneci et al., 2023) to
healthcare (Nori et al., 2023) — the need for verifiable
and accountable information becomes increasingly cru-
cial. If LLMs provide incorrect information or biased
content, the inability to trace back the origin of such re-
sponses can lead to misinformation and potential harm

a https://orcid.org/0000-0002-4941-9166
b https://orcid.org/0000-0002-6667-5452

or infringe on copyrighted material (Lewis, 2023).
A promising avenue for increasing the trustworthi-

ness and transparency of LLM responses is the idea
of answer attribution. It refers to the process of trac-
ing back (”attributing”) the claims from the output to
external evidence sources and showing them to users
(Rashkin et al., 2023). Distinct from usual methods
of hallucination mitigation, which focus on altering
the model’s output, answer attribution is oriented to-
wards end users. It aims to equip users with a list of
potential sources that support the output of the LLM to
increase its transparency and leaves quality assurance
to the users. This process usually involves segmenting
LLM answers into claims and linking them to relevant
evidence. While many attribution systems have started
emerging in recent years (Li et al., 2023), we observe
they still suffer from drawbacks limiting their appli-
cability. The retrieved sources for specific claims and
their respective entailment can be inaccurate due to
inadequate claim formulation (Liu et al., 2023; Min
et al., 2023).

To address these research gaps, in this study, we
provide incremental contributions to the answer attri-
bution process by enhancing its components. We: (1)
perform a case study of current answer attribution com-
ponents from literature and detect their shortcomings;
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(2) propose improvements to the answer-segmentation
and evidence-retrieval components; and (3) provide a
numerical and qualitative analysis of improvements.
We involve human annotation on subsets when possi-
ble and consider multiple competing approaches. Our
research builds on top of recent LLM factuality and
answer attribution works and outlines open challenges,
leaving the door open for further advancements and
refinement of the process.

2 RELATED WORK

A lot of ongoing NLP work is devoted to ensuring the
trustworthiness of LLMs in their everyday use (Liu
et al., 2024), including their reliability (Zhang et al.,
2023a), safety (Wei et al., 2024), fairness (Li et al.,
2023), efficiency (Afzal. et al., 2023), or explainability
(Zhao et al., 2024a). An important aspect hindering the
trust in LLMs are hallucinations – described as model
outputs that are not factual, faithful to the provided
source content, or overall nonsensical (Ji et al., 2023).

A recent survey by (Zhang et al., 2023b) di-
vides hallucinations into input-conflicting, context-
conflicting, and fact-conflicting. Our work focuses
on fact-conflicting, which are hallucinations in which
facts in output contradict the world knowledge. De-
tecting hallucinations is tied to the general problem
of measuring the factuality of model output (Augen-
stein et al., 2023; Zhao et al., 2024b) and automated
fact-checking of uncertain claims (Guo et al., 2022;
Vladika and Matthes, 2023). The recently popular
method FactScore evaluates factuality by assessing
how many atomic claims from a model output are sup-
ported by an external knowledge source (Min et al.,
2023). Hallucinations can be corrected in the LLM
output by automatically rewriting those claims found
to be contradicting a trusted source, as seen in recent
CoVe (Dhuliawala et al., 2023) or Factcheck-Bench
(Wang et al., 2024b).

A middle ground between pure factuality evalu-
ation and fact correction is answer attribution. The
primary purpose of answer attribution is to enable
users to validate the claims made by the model, pro-
moting the generation of text that closely aligns with
the cited sources to enhance accuracy (Li et al., 2023).
One task setting is evaluating whether the LLMs can
cite the references for answers from their own memory
(Bohnet et al., 2023). A more common setup involves
retrieving the references either before the answer gen-
eration or after generating it (Malaviya et al., 2024).
When attributing claims to scientific sources, the more
recent and better-cited publications were found to be
the most trustworthy evidence (Vladika and Matthes,

2024). Some approaches to the problem include fine-
tuning smaller LMs on NLP datasets (Yue et al., 2023)
or using human-in-the-loop methods (Kamalloo et al.,
2023). Our work builds on top of (Malaviya et al.,
2024) by utilizing their dataset but improves the indi-
vidual components of the attribution pipeline.

3 FOUNDATIONS

We provide a precise description for the task of attribu-
tion in the context of LLMs for this work as follows:
Answer Attribution is the task of providing a set
of sources s that inform the output response r of a
language model for a given query q. These sources
must be relevant to the model’s response and should
contain information that substantiates the respective
sections of the response. This definition provides a
comprehensive overview of the task and encapsulates
its constituent subtasks:
1. Response Segmentation. Segmenting the response r

into individual claims ci.

2. Claim Relevance Determination. Determining the rele-
vance of each claim ci for the need of attribution (”claim
check-worthiness”).

3. Finding Relevant Evidence. Retrieving a list of rele-
vant evidence sources si for each claim ci.

4. Evidence-Claim Relation. Determining whether the
evidence sources from the list of sources si actually
refer to the claim ci.

In our work, we focus on analyzing and improving
subtasks 1 and 4, and to a lesser extent, subtasks 2
and 3, leaving further improvements to future work.
We take the recent dataset ExpertQA (Malaviya et al.,
2024) as a starting point for our study. Moving away
from short factoid questions, this dataset emulates how
domain experts in various fields interact with LLMs.
Thus, the questions posed to the model are longer and
more complex, can contain hypothetical scenarios, and
elicit long, descriptive responses. This makes it a real-
istic benchmark for modern human-LLM interaction.

We take the responses generated by GPT-4 (”gpt-4”
in OpenAI API) from ExpertQA and perform attribu-
tion evaluation based on claims found in its responses.
Two main setups for attribution are post-hoc retrieval
(PHR), which first generates the response and then
does retrieval to attribute the facts; and retrieve-then-
read (RTR), which first retrieves the sources and then
generates the response (i.e., RAG). In our work, we
focus on the PHR system (Fig. 1, because it is closer
to the definition of attribution. Still, the challenges in
claim formulation and evidence retrieval apply to both
settings, so our findings also hold for RTR.
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Table 1: High-level comparison of the different answer segmentation systems.

Segmentation System Number of c Unique #c avg. len(c) c / Sentence
spaCy sentences 938 855 103.2 1.00
gpt35 factscore 3016 2684 61.4 3.2
segment5 propsegment 2676 2232 54.2 2.85

Figure 1: The complete answer attribution process (in
the Post-Hoc-Retrieval setup).

4 CASE STUDY OF EXISTING
SOLUTIONS

This section provides a case study of recently popular
approaches for different components of the answer
attribution pipeline.

4.1 Answer Segmentation

As described above, the first step for attribution in PHR
systems is to segment the provided LLM response into
claims (atomic facts). We define a claim as ”a state-
ment or a group of statements that can be attributed to
a source”. The claim is either a word-by-word segment
of the generated answer or semantically entailed by the
answer. To validate the segmentation, we sample 20
random questions from the ExpertQA dataset. Three
different segmentation systems are evaluated based on
the number of atomic facts each claim contains and
the number of claims they generate.

The first (i) and most intuitive way of segmenting
an answer into claims is to use the syntactic struc-
ture of the answer, segmenting it into sentences, para-
graphs, or other syntactic units. Following ExpertQA
(Malaviya et al., 2024), this segmentation is done us-

ing the sentence tokenizer from the Python library
spaCy.1 The second approach (ii) for answer seg-
mentation that we analyze is based on the work of
PropSegment (Chen et al., 2023a), where text is seg-
mented into propositions. A proposition is defined as
a unique subset of tokens from the original sentence.
We use the best-performing model from the paper,
SegmenT5-large (Chen et al., 2023b), a fine-tuned ver-
sion of the T5 checkpoint 1.1 (Chung et al., 2022).
The third approach (iii) of segmenting an answer into
claims utilizes pre-trained LLMs and prompting, as
found in FactScore (Min et al., 2023). In their ap-
proach, the model is prompted to segment the answer
into claims, and the resulting output is subsequently
revised by human annotators. We replicate this method
by using GPT-3.5 (turbo-0613) and the same prompt
(”Please breakdown the following sentence into inde-
pendent facts:”), amended with meta-information and
instructions for the model on formatting the output.
The prompt is in Appendix 7, Table 10.

Table 1 shows the differences between the three
answer segmentation approaches. As expected, the
average number of characters of the atomic facts cre-
ated by GPT-3.5 and T5 is significantly smaller than
the original sentence length. It is also noteworthy that
the claims generated by GPT-3.5 are longer in charac-
ters and more numerous per sentence. In addition, the
number of unique claims per answer and the number
of claims per answer differ significantly by an aver-
age of 12% and up to 16.5% for SegmenT5. An error
we observed is that the segmentation systems create
duplicated claims for the same answer.

For a qualitative analysis of these segmented
claims, we manually annotate 122 claims that the three
systems generated for a randomly selected question

”A 55 year old male patient describes the sudden ap-
pearance of a slight tremor and having noticed his
handwriting getting smaller, what are the possible
ways you’d find a diagnosis?”. The categories for
annotations are aligned with (Chen et al., 2023a) and
(Malaviya et al., 2024), and describe important claim
properties. The properties are as follows: (1) Atomic:
the claim contains a single atomic fact; (2) Indepen-
dent: the claim can be verified without additional con-
text; (3) Useful: the claim is useful for the question;
(4) Errorless: the claim does not contain structural

1https://spacy.io/
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errors, e.g., being an empty string; (5) Repetition: the
claim is a repetition of another claim from the same
segmentation system. Each category is binary, mean-
ing a claim can be annotated with multiple categories.
Given that the question is from the medical domain,
the claims are expected to be more complex and re-
quire domain knowledge.

Table 2 shows the result of the qualitative analy-
sis. The most noticeable outcome is that the spaCy
segmentation system performs significantly differently
compared to other systems. It simply tokenizes the re-
sponses into sentences and considers every sentence to
be a claim, which is not realistic given the often quite
long sentences generated by LLMs. Consequently,
the score for ”Atomic” claims stands at 20% (3/15).
Intriguingly, only 20% (3/15) of the sentences from
the response are independently verifiable without ad-
ditional context from the question or the rest of the
response. Due to the complexity of the answer, most
sentences reference a preceding sentence in the re-
sponse, mentioning ”the patient” or ”the symptoms”.

The usefulness of the claims in answering the given
questions is relatively high for spaCy sentence segmen-
tation and GPT-3.5 segmentation but diminishes for
the SegmenT5 segmentation. Although most claims
are errorless, it is notable that all systems produce er-
roneous outputs. Specifically, for this question, spaCy
segments four empty strings as individual sentences.
It is plausible that errors in the other two segmenta-
tion systems stem from this issue, as they also rely on
spaCy-tokenized sentences as input. This dependency
also results in repetitions, primarily based on incorrect
answer segmentation. This list provides a positive and
a negative example claim for each category to give an
idea of errors:
1. Atomic — Positive: ”Seeking a second opinion helps”

(gpt35 factscore) – Negative: ”Brain tumors or struc-
tural abnormalities are among the possible causes that
these tests aim to rule out.” (gpt35 factscore)

2. Independent — Positive: ”Parkinson’s dis-
ease is a cause of changes in handwriting.”
(segment5 propsegment) – Negative: ”Imaging
tests may be ordered.” (segment5 propsegment)

3. Useful — Positive: ”There are several possible
diagnoses that could explain the sudden appear-
ance of a slight tremor and smaller handwriting.”
(gpt35 factscore) – Negative: ”The patient is a 55-
year-old male.” (segment5 propsegment)

4. Errorless — Positive: ”The patient is expe-
riencing smaller handwriting.” (gpt35 factscore)
– Negative: ”The sentence is about something.”
(segment5 propsegment)

Based on these findings, we conclude that auto-
matic answer segmentation faces three main chal-
lenges and we give three desiderata for successful

answer segmentation: (1) To provide independently
verifiable claims, the segmentation system requires
more context than just the sentence, possibly the entire
paragraph and the question; (2) the segmentation sys-
tem needs to be capable of handling domain-specific
language, such as the complex medical domain; (3) if
the goal is to identify individual atomic facts, the seg-
mentation system needs to operate at a more granular
level than sentences.

4.2 Claim Relevance

The relevance (usefulness) of a claim is evaluated
based on its relation to the question. We define it
as: Given a question or query q and a correspond-
ing answer a, a claim c with c ∈ a is relevant if it
provides information to satisfy the user’s information
need. Most attribution publications do not perform the
relevance evaluation automatically, relying instead on
annotators (Min et al., 2023). Due to limited resources,
we want to investigate whether this can be performed
automatically. We adopt the approach of FactCheck-
Bench (Wang et al., 2024b), who implement it with a
GPT-3.5 prompt – the prompt is in Appendix 7, Table
10. They classify a claim into four classes of ”check-
worthiness”: factual claim, opinion, not a claim (e.g.,
Is there something else you would like to know?), and
others (e.g., As a language model, I cannot access
personal information).

To evaluate the performance, we use the same 122
claims from Table 2 and annotate with the LLM and
manually. The agreement for ”factual claim” class is
very high (79 annotations the same out of 85), while
the biggest confusion is between ”not a claim” and
”other”. This shows that automatic assessment can re-
liably be used to determine the claim relevance. There-
fore, we apply the prompt to automatically label all the
claims from Table 1. The results are shown in Table 3.
We observe that 86.3% claims generated by GPT3.5
FactScore system are factual. These 2,317 claims will
be used in further steps for attribution evaluation.

4.3 Evidence Retrieval

The evidence retrieval step in the attribution process is
arguably the most important, especially in a post-hoc
retrieval system – its goal is to find the evidence to
which a claim can be attributed to. Evidence sources
can be generated directly from LLM’s memory (Ziems
et al., 2023), retrieved from a static trusted corpus
like Sphere (Piktus et al., 2021) or Wikipedia (Peng
et al., 2023), or dynamically queried from Google
(Gao et al., 2023). We use the Google approach: we
take each claim (labeled as unique and factual in the
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Table 2: Comparison of different claim properties for the different segmentation systems. The fractions show the number of
occurrences divided by the total number of atomic claims generated by that system.

Atomic Independent Useful Errorless Repetition

gpt35 factscore 53/56 8/56 44/56 48/56 13/56
segment5 propsegment 40/53 6/53 28/53 34/53 18/53
spaCy sentences 3/15 3/15 10/15 11/15 3/15

Table 3: Claim relevance distribution of different segmentation systems.

Segmentation System Unique #c # factual # not a claim # opinion # other
spaCy sentences 855 550 244 26 35
gpt35 factscore 2684 2317 258 68 41
segment5 propsegment 2232 1878 290 36 28

previous steps) and query Google with it, take the top 3
results, scrape their entire textual content from HTML,
and split it (with NLTK) into chunks of either 256 or
512 character length. We embed each chunk with a
Sentence-BERT embedder all-mpnet-base-v2 (Song
et al., 2020) and store the chunks into a FAISS-vector
database (Douze et al., 2024). After that, we query
each claim against the vector store for that question
and retrieve the top 5 most similar chunks.

Table 4: NLI predictions between a claim and its respective
evidence snippets found on Google.

Method & CW Contr. Entail. No Relation
GPT3.5 - 256 2 111 82 (36.0%)
GPT3.5 - 512 1 126 88 (38.6%)
DeBERTa - 256 12 37 179 (78.5%)
DeBERTa - 512 11 64 153 (67.1%)
Human - 256 8 54 166 (72.8%)
Human - 512 9 81 138 (60.5%)

We want to automatically determine whether the
retrieved evidence chunk is related to the claim. We
model this as a Natural Language Inference (NLI) task,
following the idea from SimCSE (Gao et al., 2021),
where two pieces of text are semantically related if
there is an entailment or contradiction relation between
them and unrelated otherwise. For this purpose, we
use GPT-3.5 with a few-shot prompt (Appendix 7,
Table 11) and DeBERTa-v3-large model fine-tuned
on multiple NLI datasets from (Laurer et al., 2024),
since DeBERTa was shown to be the most powerful
encoder-only model for NLI.

We take 228 claim-evidence pairs and annotate
them both manually and automatically with the two
models (GPT and DeBERTa). The results are in Table
4. The results show that the DeBERTa-NLI model
was by far more correlated with human judgment and
that GPT-3.5 was overconfident in predicting the entail-
ment relation, i.e., classifying a lot of irrelevant chunks
as relevant. Additionally, the longer context window
led to these longer evidence chunks being more re-

lated to the claim. The stricter nature of DeBERTa
predictions makes it better suited for claim-evidence
relation prediction. Therefore, we will use DeBERTa
as the main NLI model in the next section, with a
512-character context window.

5 DEVELOPING SOLUTIONS

In this section, we propose certain solutions for se-
lected key issues identified in the previous section. We
use the existing answer attribution pipeline and en-
hance individual components to assess their effects on
the overall system.

5.1 Answer Segmentation

One of the primary reasons for the weak performance
of previous systems was the lack of independence
among claims. Even when tasked to create atomic
claims, most existing systems fail to provide sufficient
context, making it difficult for the claims to stand
alone. This leads to significant error propagation and
misleading outcomes in evidence retrieval and attri-
bution evaluation. There are three different types of
claims produced by current systems that require addi-
tional context for accurate evaluation:

1. Anaphoric References (Coreference Resolution). Claims that include
one or more anaphors referring to previously mentioned entities or
concepts. — Example: ”The purpose of these strategies is to reduce
energy consumption.”, ”They ensure the well-being of everyone.”

2. Conditioning (Detailed Contextualization). Claims that lack entire
sentences or conditions necessary for proper contextualization. While
not always obvious from the claim itself, this information is crucial for
accurately evaluating the claims. — Example: ”Chemotherapy is no
longer the recommended course of action.”

3. Answer Extracts (Hypothetical Setup). Claims that arise from ques-
tions describing a hypothetical scenario. Current answer systems often
replicate parts of the scenario in the answer, leading to claims that can-
not be evaluated independently of the scenario itself. — Example: ”A
young girl is running in front of cars.”
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We propose two strategies to provide more con-
text during answer segmentation: (1) claim enrich-
ment, and (2) direct segmentation with context. In the
first approach, we edit extracted claims to incorporate
the necessary context from both the answer and the
question. A system employing this strategy would im-
plement the function fenrich(q,r,cnon-independent), where
cnon-independent is the non-independent claim, r is the re-
sponse, and q is the question. In the second approach,
we suggest a system that directly segments the answer
into multiple independent claims, each supplemented
with the required context. This system would use the
function fsegment(r,q), differing from the initial sys-
tems (as in Section 4), by incorporating the entire an-
swer and question rather than basing the segmentation
on individual sentences.

5.1.1 Claim Enrichment

We want to enrich only the non-independent claims. In
the previous section, we manually labeled the claims
for independence (Table 2). We now want to auto-
mate this task. For this purpose, we test whether the
GPT-3.5 (turbo-0613) and GPT-4 (turbo-1106) sys-
tems can perform this task with a one-shot prompt (in
Appendix 7, Table 13) that assesses the independence.
The results are compared with human evaluation from
Table 2. Table 5 shows the results. It is evident that
both GPT-3.5 and GPT-4 exhibit significantly high
precision, with GPT-4 outperforming in terms of re-
call and F1 score. We conclude that claim indepen-
dence can be detected by LLMs (0.84 F1 in GPT4)
and utilize the claims classified as ”non-independent”
by GPT-4 to assess the performance of the function
fenrich(q,r,cnon-independent).

Table 5: Non-Independence detection performance com-
pared to human evaluation.

GPT3.5 GPT4
System Prec. R F1 Prec. Rec. F1
Overall 0.94 0.27 0.42 0.96 0.74 0.84
factscore 0.93 0.29 0.44 0.95 0.75 0.84
segmenT5 0.90 0.19 0.32 0.96 0.66 0.78
spaCy 1.0 0.5 0.67 1.0 1.0 1.0

To test the enrichment, we utilize only the GPT-
3.5 system, as described in Table 3. From the 2,317
unique and factual claims, as segmented by the original
GPT-3.5 system, we take a random sample of 500 and
assess their independence using the GPT-4 prompt
from the previous step. We observe 290 out of 500
were deemed to be ”not independent” by GPT-4. We
then perform the enrichment by applying a one-shot
prompt with both GPT-3.5 and GPT-4 to implement
the function fenrich(q,a,cnon-independent) and compare
the results to the original claims. The comparison

is conducted using the non-independence detection
system described above. The quality of this step is
measured in the reduction of non-independent claims.
The results are presented in Figure 2.

Figure 2: Statistics of contextualization of the 290 created
claims by GPT3.5 and GPT4, evaluated by GPT4.

The enrichment function managed to make an addi-
tional 107/290 with GPT-3.5 and 121/290 with GPT-4
claims independent, i.e., further reducing the number
of non-independent claims by 36.9% (GPT-3.5) and
41.7% (GPT-4). This is a considerable improvement
that increases the number of claims usable for later
attribution steps. Nevertheless, many claims still re-
mained without context. Another observation is that
the enrichment has noticeably increased the average
number of characters of the claims. Initially, the aver-
age number of characters for independent claims was
66.0 and 59.4 for non-independent claims. The revi-
sion by GPT-4 increased it to 155.6 characters, and
the enrichment by GPT-3.5 to 145.9 characters. Later,
we evaluate the impact of claim enrichment on the
evidence retrieval process (Section 5.3).

5.1.2 Answer Segmentation with Context –
Direct Segmentation

An alternative to enrichment is directly segmenting the
answer into multiple independent claims with context.
This approach implements the function fsegment(r,q)
by using a one-shot prompt and GPT3.5 and GPT4
as LLMs. To evaluate the result quantitatively, we
compare the average number of claims and the length
of claims with those from alternative approaches to
answer segmentation. This step is done on a subset
of 100 question-answer pairs from ExpertQA. The
prompt requests the model to print out a structured list
of claims. The exact prompt can be found in Appendix
7, Table 14. The results are presented in Table 6.

Upon applying the segmentation to the responses
from GPT-4, an increase in the number of claims was
observed, aligning with the levels obtained through
the original FactScore segmentation. This implementa-
tion aims to diminish non-independence, given that the
original FactScore segmentation relied on SpaCy sen-
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Table 6: Descriptive comparison of adopted answer segmentation approaches.

Segmentation System Number of c Unique #c avg. len(c) c / Sentence
GPT3.5 direct 644 644 102.8 0.75
GPT4 direct 948 948 84.1 1.11
spaCy sentences 938 855 103.2 1.00
gpt35 factscore 3016 2684 61.4 3.22

Table 7: Comparison of claim enrichment on the retrieval
performance.

Model Contr. Entail. No Rel.
Original Independent 5.6% 42.2% 52.2%
Original Non-Ind. 3.6% 24.1% 71.3%
Enriched Independent 6.1% 35.4% 58.6%
Enriched Non-Ind. 1.3% 20.5% 78.2%

tences, which exhibited non-independence in 80% of
instances. As generating independent claims from non-
independent inputs is not possible, employing GPT-4
as a baseline may mitigate this issue.

5.2 Factuality & Independence

The next step in the evaluation involves analyzing the
factuality of individual claims. This is done employing
the same methodology as described in Section 4.2,
with previous results in Table 3. The outcomes of the
direct answer segmentation are depicted in Figure 3.

Figure 3: Visualization of the factuality evaluation statistics
for the four different systems.

This figure clearly demonstrates an improvement
in the factuality rate of the claims generated by both
GPT-4 and GPT-3.5 compared to SpaCy sentence seg-
mentation, with the factuality rate increasing from
64.3% to 99.5% for GPT-4 and to 91.9% for GPT-3.5.
These results suggest that this approach is a signifi-
cantly better alternative to spaCy tokenization.

5.3 Impact on Evidence Retrieval

The evaluation of the impact of claim enrichment on
evidence retrieval is conducted using the same 2,317
(question, response, claim) triplets, which were clas-

sified by the GPT-3.5 system as factual, as in the pre-
vious setup. The retrieval process is conducted us-
ing the same GPT-3.5 enriched claim-based retrieval
system For assessing the impact of claim enrichment
on retrieval (function fenrich(q,a,cnon-independent)), we
compare a sampled yet stratified set of claims across
four categories: originally independent, originally non-
independent, enriched (by GPT4) non-independent,
and enriched (by GPT4) independent claims. The
enriched claims are based on the originally non-
independent claims. We utilize DeBERTa to evaluate
the claim-evidence relation.

The findings are presented in Table 7. The table
reveals several interesting findings: Firstly, it is ev-
ident that originally independent claims highly out-
perform originally non-independent claims in the evi-
dence retrieval pipeline. Upon enriching the originally
non-independent claims with GPT-4, as described in
the previous section ( fenrich(q,a,cnon-independent)), the
claims that were successfully enriched show a big im-
provement in performance within the retrieval pipeline.
This indicates that enriching (contextualizing) claims
enhances the retrieval performance. The successfully
enriched claims approach the performance of the orig-
inally independent claims, with a ”No Relation” share
of 58.6%. However, claims that were not successfully
enriched exhibit worse performance than the originally
non-independent claims, with a ”No Relation” share
of 78.2%. Overall, the effect of claim enrichment is
a 16.2 percentage point reduction (69.9 to 53.7) of
claim-source pairs with no relation.

Additionally, we evaluate the impact of direct an-
swer segmentation on the retrieval process. For that,
we use the random sample of 40 (question, response,
claim) triplets per direct segmentation system, as de-
scribed in Section 5.1.2. The results are presented in
Table 8. As above, we analyze the share of (claim,
evidence) pairs that are classified as ”Missing” or ”No
Relation” by DeBERTa; a lower share means a better
retrieval process. The table shows the claims were yet
again enhanced when compared to the previous enrich-
ment approach. Direct segmentation by GPT-4 records
a combined ”Missing + No Relation” share of 48.5%
for independent claims and 81.6% for non-independent
claims. This represents a significant improvement for
independent claims compared to both enriched and
original claims.
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Table 8: Comparison of direct answer segmentation on the retrieval performance (more Entailment is better).

Model Contradiction Entailment Missing No Relation
Original Independent 5.6% 42.2% 0.0% 52.2%
Original Non-Ind. 3.6% 24.1% 2.4% 69.9%
GPT3.5 Direct – Independent 4.2% 47.2% 0% 48.6%
GPT3.5 Direct – Non-Ind. 0% 27.0% 2.7% 70.3%
GPT4 Direct – Independent 0% 51.5% 0% 48.5%
GPT4 Direct – Non-Ind. 2.0% 14.3% 2.0% 81.6%

Table 9: Comparison of different embedding models and context window splitters on the retrieval performance (more Entailment
indicates better performance).

Model Contradiction Entailment No Relation
Ada 2.0 2.9% 41.0% 56.0%
AnglE 2.9% 39.5% 57.5%
SBert + Recursive CW 0.0% 22.1% 76.1%
SBert Baseline (Macro) 0.9% 35.7% 62.5%

To summarize the findings, it can be concluded
that direct segmentation with context by GPT-4 signifi-
cantly surpasses both the original and enriched claims
and outperforms comparative methods in aspects of
retrieval, time efficiency, and independent claim gen-
eration. It nearly matches the performance of GPT-4
in enriching non-independent claims regarding the cre-
ation of independent claims and surpasses it in the
retrieval process at the macro level.

5.4 Analysis of Evidence Retrieval

As a final step, we briefly evaluate the evidence re-
trieval process itself, analyzing different embedding
models and context window sizes. We utilize claims
generated by GPT-4 Direct, as this system was shown
to be the best performer in the previous steps. We
use the same random sample of 40 questions. We
modify two dimensions of the retrieval process: the
embedding model and the context window splitter. In-
stead of Sentence-BERT, we employ OpenAI Ada 2.0,
which provides embeddings from GPT-3.5, and AnglE-
Embeddings (Li and Li, 2023) from a pre-trained
sentence-transformer model optimized for retrieval.
Rather than using a simple sliding window approach,
we implement a recursive text splitter with overlap to
capture more relevant information.

The search engine (Google Search Custom Search
Engine) remains unchanged. The results are presented
in Table 9. The results demonstrate that the Ada 2.0
Embeddings with the fixed 512c-size context window
splitter outperform the overall SBert baseline, which
was used in our previous experiments and depicted the
best performance. The AnglE embeddings, optimized
for retrieval, also outperform the Sentence-BERT base-
line but fall behind the GPT-based Ada 2.0 embed-
dings. Interestingly, the recursive context window
splitter with SBert embeddings performs significantly

worse than the fixed context window splitter.

6 DISCUSSION

The evaluation of various attribution methods revealed
that the main challenge lies in the precise retrieval
of relevant evidence snippets, especially considering
the complexity of the query or the intended user need.
A crucial aspect of effective retrieval is in formulat-
ing claims for subsequent search in a way that they
are atomic, independent, and properly contextualized.
Additionally, addressing the shortcomings in answer
segmentation and independence was essential for im-
proving the attribution process. Segmenting answers
into independent (contextualized) claims was most ef-
fectively done using GPT-4, yet it did not achieve an
80% success rate. This indicates that a general-purpose
language model might not be the best choice for this
task and could be improved in the future by a more
specialized and smaller model tailored specifically for
this purpose. Future work could involve fine-tuning
models for detecting non-independent claims and ex-
ploring alternative approaches for source document
retrieval. Additionally, future research should focus on
expanding the scope of embedding models and their
context windows for semantic search of evidence.

7 CONCLUSION

In this paper, we analyzed automated answer attribu-
tion, the task of tracing claims from generated LLM
responses to relevant evidence sources. By splitting the
task into constituent components of answer segmenta-
tion, claim relevance detection, and evidence retrieval,
we performed a case analysis of current systems, de-
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termined their weaknesses, and proposed essential im-
provements to the pipeline. Our improvements led to
an increase in performance in all three aspects of the
answer attribution process. We hope our study will
help future developments of this emerging NLP task.
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APPENDIX

This is the appendix with additional material.

Technical Setup and Manual Annotation

All GPT 3.5 and GPT 4 models were accessed through
the official OpenAI API. Version turbo-0125 for GPT
3.5 and 0125-preview for GPT 4, or as indicated in
the text. For local experiments (such as model em-
beddings with sentence transformers, DeBERTa entail-
ment prediction, etc.), one A100 GPU with 40GB of
VRAM was used, for a duration of one computation
hour per experiment. No fine-tuning was performed
by us, models like SegmenT5 and DeBERTa-v3 were
used out-of-the-box, found in cited sources and Hug-
gingFace.

Whenever we refer to manual annotation of data
examples, this was done by two paper authors, who
have a master’s degree in computer science and are
pursuing a PhD degree in computer science. None of
the annotations required in-depth domain knowledge
and were mostly reading comprehension tasks.

Prompts

The used prompts are given in Tables 10–14.
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Table 10: Overview of applied prompts for GPT answer segmentation and claim relevance (check-worthiness) detection.

Use Case Prompt Content
FactScore Answer Seg-
mentation with GPT 3.5

Please breakdown the following sentence into independent facts.
Don’t provide meta-information about sentence or you as a system. Just list the facts and strictly stick to the following
format:
1. ”Fact 1”
2. ”Fact 2”
3. ”...”
The sentence is:

Claim Relevance / Check-
Worthiness Detection

You are a factchecker assistant with task to identify a sentence, whether it is 1. a factual claim; 2. an opinion; 3. not a
claim (like a question or a imperative sentence); 4. other categories.
Let’s define a function named checkworthy(input: str).
The return value should be a python int without any other words, representing index label, where index selects from [1, 2,
3, 4].
For example, if a user call checkworthy(”I think Apple is a good company.”) You should return 2
If a user call checkworthy(”Friends is a great TV series.”) You should return 1
If a user call checkworthy(”Are you sure Preslav is a professor in MBZUAI?”) You should return 3
If a user call checkworthy(”As a language model, I can’t provide these info.”) You should return 4
Note that your response will be passed to the python interpreter, no extra words.
checkworthy(”input”)

Table 11: Overview of applied prompt for claim-evidence relation detection, i.e., entailment recognition (NLI) between the
claim and retrieved evidence chunk with GPT 3.5.

Use Case Prompt Content
Claim-Evidence En-
tailment Recognition

Your task is to determine if a claim is supported by a document given a specific question. Implement the function nli(question:
str, claim: str, document: str) -> str which accepts a question, a claim, and a document as input.
The function returns a string indicating the relationship between the claim and the document in the context of the question.
The possible return values are:
”entailed” if the claim is supported by the document, ”contradicted” if the claim is refuted by the document, ”no relation” if
the claim has no relevant connection to the document given the question.
Your evaluation should specifically consider the context provided by the question. The output should be a single string value
without additional comments or context, as it will be used within a Python interpreter.
Examples:
Question: ”You are patrolling the local city center when you are informed by the public about a young girl behaving
erratically near traffic. What are your initial thoughts and actions?”
Claim: ”Trained professionals should handle situations like this.”
Document: ”Every trained professional football player should be adept at managing high-stress situations on the field.”
Output: ”no relation”
Question: ”You are patrolling the local city center when you are informed by the public about a young girl behaving
erratically near traffic. What are your initial thoughts and actions?”
Claim: ”Trained professionals should handle situations like this.”
Document: ”Standard police officer training includes procedures for managing public disturbances and emergencies.”
Output: ”entailed”

Table 12: Overview of applied prompt for the claim independence detection.

Use Case Prompt Content
Claim Independence
Detection

You are tasked with determining whether a given claim or statement can be verified independently. A claim is considered ”independent” if it
contains sufficient information within itself to assess its truthfulness without needing additional context or external information. Your response
must strictly be either ”independent” or ”not independent.” Adhere to this format precisely, as your output will be processed by a Python
interpreter.
Guidelines:
Evaluate if the claim provides enough detail on its own to be verified. Do not consider external knowledge or context not present in the claim.
Respond only with ”independent” if the claim is self-sufficient for verification; otherwise, respond with ”not independent.” The below examples
contain Rationales for explanation, which are not allowed in your response.
Examples:
Input: ”The sun rises in the east.”
Output: independent
Input: ”Chemotherapy is no longer the recommended course of action.”
Output: not independent
Rationale: The claim would require additional context, for example the type of cancer or the patient’s medical history.
Input: ”Opening up the aperture can overexpose the image slightly.”
Output: independent
Input: ”A young girl is running in front of cars.”
Output: not independent
Rationale: The claim is situational and lacks specific details that would allow for independent verification.
Input: ”They ensure the well-being of everyone involved.”
Output: not independent
Rationale: The claim is vagues, it is not known who ”They” are.
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Table 13: Overview of applied prompt for the claim enrichment process.

Use Case Prompt Content
Claim Enrichment
Prompt

Your task involves providing context to segmented claims that were originally part of a larger answer, making each claim
verifiable independently.
This involves adding necessary details to each claim so that it stands on its own without requiring additional information
from the original answer. The claim should stay atomic and only contain one specific statement or piece of information. Do
not add new information or more context than necessary! Ensure that all pronouns or references to specific situations or
entities (e.g., ”He,” ”they,” ”the situation”) are clearly defined within the claim itself. Your output should consist solely of
the context-enhanced claim, without any additional explanations, as it will be processed by a Python interpreter.
Example:
Question: ”How to track the interface between the two fluids?”
Answer: ”To track the interface between two fluids, you can use various techniques depending on the specific situation and
the properties of the fluids. Here are a few common methods:
...
4. Ultrasonic Techniques: Ultrasonic waves can be used to track the interface between fluids. By transmitting ultrasonic
waves through one fluid and measuring the reflected waves, you can determine the position of the interface.
...
It’s important to note that the choice of method depends on the specific application and the properties of the fluids involved.”
Claim: ”Reflected waves can be measured.”
Revised Claim: ”Reflected waves can be measured to determine the position of the interface between two fluids.”

Table 14: Overview of the prompt for direct claim segmentation with added context.

Use Case Prompt Content
Direct Claim Segmen-
tation with Context

Objective: Transform the answer to a question into its discrete, fundamental claims. Each claim must adhere to the
following criteria:
Conciseness: Formulate each claim as a brief, standalone sentence.
Atomicity: Ensure that each claim represents a single fact or statement, requiring no further subdivision for evaluation of
its truthfulness. Note that most listing and ”or-combined” claims are not atomic and must be split up.
Independence: Craft each claim to be verifiable on its own, devoid of reliance on additional context or preceding
information. For instance, ”The song was released in 2019” is insufficiently specific because the identity of ”the song”
remains ambiguous. Make sure that there is no situational dependency in the claims.
Consistency in Terminology: Utilize language and terms that reflect the original question or answer closely, maintaining
the context and specificity.
Non-reliance: Design each claim to be independent from other claims, eliminating sequential or logical dependencies
between them.
Exhaustiveness: Ensure that the claims cover all the relevant information in the answer, leaving no important details
unaddressed.
Strictly stick to the below output format, which numbers any claims and separates them by a new line. This is important,
as the output will be passed to a python interpreter.
Don’t add any explanation or commentary to the output.
Example:
Input:
Question: As an officer with the NYPD, I am being attacked by hooligans. What charges can be pressed?
Answer: If you’re an NYPD officer and you’re being assaulted by hooligans, you have the right to press charges for
assault on a police officer, which is recognized as a criminal offense under New York law. Specifically, the act of
assaulting a police officer is addressed under New York Penal Law § 120.08, designating it as a felony. Offenders may
face severe penalties, including time in prison and monetary fines.
Output:
1. An NYPD officer assaulted by hooligans has the right to press charges for assault on a police officer.
2. Assault on a police officer is deemed a criminal offense in New York.
3. The act of assaulting a police officer is specified under New York Penal Law § 120.08.
4. Under New York law, assaulting a police officer is categorized as a felony.
5. Conviction for assaulting a police officer in New York may result in imprisonment.
6. Conviction for assaulting a police officer in New York may lead to monetary fines.
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Abstract: We present a prototype software for multi-user music library management using the perceived emotional
content of songs. The tool offers music playback features, song filtering by metadata, and automatic emotion
prediction based on arousal and valence, with the possibility of personalizing the predictions by allowing each
user to edit these values based on their own emotion assessment. This is an important feature for handling
both classification errors and subjectivity issues, which are inherent aspects of emotion perception. A path-
based playlist generation function is also implemented. A multi-modal audio-lyrics regression methodology
is proposed for emotion prediction, with accompanying validation experiments on the MERGE dataset. The
results obtained are promising, showing higher overall performance on train-validate-test splits (73.20% F1-
score with the best dataset/split combination).

1 INTRODUCTION

The digital era has brought an unprecedented amount
of music right at our fingertips through digital mar-
ketplaces and streaming services. With the sudden
availability of millions of songs to users, the neces-
sity to automatically organize and find relevant mu-
sic emerged. Current recommendation systems pro-
vide personalized suggestions to users based on lis-
tening patterns and using tags, such as genre, style,
etc. However, options are lacking when we consider
recommendations based on the automatic analysis of
the emotional content of songs.

The field of Music Emotion Recognition (MER)
has seen considerable advances in recent years in
terms of the more classical approaches. Panda et al.

a https://orcid.org/0000-0003-3201-6990
b https://orcid.org/0000-0003-4073-1716
c https://orcid.org/0009-0004-1547-2251
d https://orcid.org/0000-0001-5663-7228
e https://orcid.org/0000-0002-3010-2732
f https://orcid.org/0000-0003-2539-5590
g https://orcid.org/0000-0003-3215-3960

(2020) proposed a new set of features that consid-
erably increased the performance of these systems,
achieving a 76.4% F1-score with the top 100 ranked
features. Although the feature evaluation is limited
to one dataset, the improvements are significant com-
pared to the best results from similar systems that
reached a glass ceiling Hu et al. (2008).

One drawback of audio-only methodologies is
their shortcomings when differentiating valence. Var-
ious systems have been proposed using a bimodal
approach leveraging both audio and lyrics, attaining
considerable improvements when compared to sys-
tems using only one or the other Delbouys et al.
(2018); Pyrovolakis et al. (2022). Such systems have
also implemented Deep Learning (DL) architectures
to skip the time-consuming feature engineering and
extraction steps from the classical systems and con-
siderably speed up the inference process of the overall
system.

In this study, we present the MERGE1 application,

1MERGE is the acronym of ”Music Emotion Recog-
nition nExt Generation”, a research project funded by the
Portuguese Science Foundation.
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Figure 1: MERGE application interface. The AV plot, alongside music playback and song display controls, is seen in yellow.
The table view is highlighted in blue with red highlight filtering search bar and button for adding music. Finally, green
highlights the buttons for application information and user logout.

which automatically predicts the arousal and valence
of songs based on Russell’s Circumplex Model Rus-
sell (1980). Two axes make up this model: arousal
(Y-axis), which depicts whether the song has high or
low energy, and valence (X-axis), which represents
whether the emotion of the song has a negative or pos-
itive connotation.

The integrated model used for prediction is also
presented in this study alongside validation experi-
ments, which received both audio and lyrics informa-
tion to map the song more accurately into the above
mentioned model.

The MERGE application is a follow-up of the
MOODetector application, previously created by our
team Cardoso et al. (2011). The new MERGE app
was built from scratch, with significant code refactor-
ing and optimization, while keeping the overall user
interface of the MOODetector app. In addition, sig-
nificant novel features and improvements were im-
plemented, namely: i) a bimodal app, which ex-
ploits the combination of audio and lyrics data for im-
proved classification (unlike the single audio modality
in the MOODetector app); ii) an improved classifica-
tion model, training with the MERGE dataset Louro
et al. (2024b) and following a deep learning approach
Louro et al. (2024a); iii) and a shift from the mono-
lithic single-user paradigm to the web-based multi-
user paradigm.

2 MERGE APPLICATION

The MERGE application is implemented using
JavaScript, with the addition of the jQuery library to
handle AJAX, for its frontend, while the backend is
served using the Express library on top of Node.js.
The application interface is depicted in Figure 1.

2.1 Application Overview

The components can be broken down as: i) the Rus-
sell’s Circumplex model where all songs can be seen
(highlighted in yellow); ii) a table view of the songs
with various options for sorting (highlighted in blue);
iii) options to filter and add new songs (seen in the
red region, from left to right); iv) information about
the application, the current user, and an option to lo-
gout (highlighted in green, also from left to right).

Songs are placed in the plot described in i) accord-
ing to the estimated arousal and valence (AV) values
in an interval of [-1, 1] for each axis. The process
for obtaining these values is described in Section 3.
Beyond the AV positioning, each point on the plane
is also color-coded depending on the quadrant: green
(happy), red (tense), blue (sad), and yellow (relaxed).

The view of the graph can be switched between a)
”Uploaded” to show only songs uploaded by the cur-
rent user, b) ”My Library” to display a user’s library,
i.e., the songs uploaded by the current user, plus songs
uploaded by other users added by the current user, and
c) ”All songs” to show all the songs available in the
database. A note regarding the latter option is the dif-
ferentiation of songs not added by the user, appearing
as grey dots in the plot, also depicted in Figure 1.

Each user can change the song’s position directly
by moving the point in the plane view, or by editing
the AV values through the table view. These new AV
values are unique to the user.

The application can be used as an audio playback
software, thus offering usual features such as:

• Playback controls for mp3 files (play, pause,
seek);

• Volume controls, including mute;

• Double-clicking a song to be played either in the
plot or table view;
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Figure 2: MERGE App Backoffice. Users with administrative privileges can overwrite the model used for AV values’ predic-
tion (highlighted in green) and export a CSV file with information regarding the annotations for all users to each song in the
database (highlighted in blue).

Figure 3: Entity relation diagram for the application’s database.

• Filtering and sorting by any of the available song
properties (title, artist, valence, arousal, emotion);

• Adding and deleting songs from the user’s library.

The application also provides a backoffice for
users with administrative privileges, pictured in Fig-
ure 2. After logging in, the user can perform one of
two actions: upload and deploy a new model for AV
prediction, and export a CSV with the existing user
AV annotations. The latter option is designed to eas-
ily retrieve each user’s available annotations for songs
in their respective libraries. In this way, the MERGE
app can be used as a crowdsourcing data collection
and annotation tool, promoting the creation of size-
able and quality MER datasets, a current key need in
MER research Panda et al. (2020).

Regarding the database used to store all the rel-
evant data from users and songs, the corresponding
entity relationship diagram is depicted in Figure 3.
The user table stores the user’s personal information,

as well as the user role, for access privileges pur-
poses. The path for the model used for AV predic-
tion is saved in the corresponding table and identifies
the user that uploaded the currently deployed model.
The song table stores all song-related information, in-
cluding metadata, the AV values first predicted by the
presently deployed model, the mapped quadrant in the
plot view, the path for the uploaded audio clip, and the
reference to the user who first added the song.

The user-specific annotations are stored in the an-
notation table, which stores the AV values defined per
the user’s perception, the corresponding quadrant, and
a reference to the song and user for that annotation.
Finally, the library table stores all user libraries, con-
taining only songs added by the user, either through
uploading or from other users’ libraries.
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Figure 4: At the top, ”Another One Bites The Dust” by Queen is added to the library and placed in the plane according to the
predicted AV values. At the bottom, the point representing the song is moved to a more accurate position, according to the
user.

2.2 Building an Emotionally-Aware
Library

After adding a new song from an available MP3 file,
AV values are automatically predicted, and a point is
added to the plot alongside a new entry on the table.
Should the user disagree with the predicted values,
these can be easily changed by editing the entry from
the table view or moving the point in the plot. An ex-
ample of the initially predicted position for a newly
added song and the final position after adjustment can
be seen in Figure 4. This personalization mechanism
provides users with the ability to address the intrin-
sic subjectivity in MER. However, tackling this issue
continues to present a significant challenge.

2.3 Path-Based Playlist Generation

The ability to generate a playlist based on a user-
drawn path is currently implemented, as depicted in
Figure 5. This feature allows users to freely create an
emotionally-varying playlist.

This is done by computing the distance of the user-
defined N closest songs to the reference points that
make up the drawn path. The user may also configure
how far the songs can be from the path to be consid-

ered into the calculations. This threshold is defined as
a decimal number between the plane interval ([-1, 1]).

3 SONG EMOTION PREDICTION

In this section, we discuss the methodology used to
predict AV values for a given song. First, the DL
model’s architecture is presented, followed by the pre-
processing steps for each modality, a description of
the optimization used, and the evaluation conducted.

3.1 Model Architecture

The proposed architecture, depicted in Figure 6, is
based on the one by Delbouys et al. Delbouys et al.
(2018). Distinct audio and lyrics branches receive
Mel-spectrogram representations and word embed-
dings, respectively. The learned features for each
modality are then fused and further processed by
a small Dense Neural Network (DNN), finally out-
putting the AV values prediction.

We opted for a bimodal audio-lyrics approach
considering that both modalities have relevant infor-
mation for the different axes of Russell’s Circum-
plex Model. Audio has been shown to better predict
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Figure 5: The user can be seen drawing a path to generate a playlist with the desired emotional trajectory at the top. The result
of the path-based playlist generation is presented at the bottom.

arousal, while lyrical information is more relevant for
valence prediction Louro et al. (2024b).

Starting in the audio branch, Mel-spectrogram
representations of each sample are fed to the feature
learning portion of the baseline architecture presented
in Louro et al. Louro et al. (2024a). It is composed
of four convolutional blocks, composed of a 2D Con-
volutional layer, followed by a Batch Normalization,
Dropout, and Max Pooling layer, finishing with ReLU
activation. As for the lyrics branch, the word em-
beddings of lyrics are also fed to four convolutional
blocks, each comprising a 1D Convolutional layer,
followed by Max Pooling and a ReLU activation lay-
ers. To balance the information from each modality,
we significantly reduce the overwhelming amount of
learned features from lyrics using a Dense layer be-
fore merging the learned features from both branches.

The classification portion of the model is com-
posed of alternating Droupout and Dense layers,
which reduce and further process the set of features
respectively, finally outputting one of Russell’s Cir-
cumplex model’s four quadrants.

3.2 Pre-Processing Steps

A set of pre-processing steps is necessary to obtain
the data representations used for each branch of the
architecture detailed above.

The librosa library McFee et al. (2015) is used to
obtain the Mel-spectrogram representation for the au-
dio branch. The audio samples, provided as mp3 files,
are first converted to waveforms (.wav) and down-
sampled from 22.5 to 16kHz. This is done to reduce
the complexity of the model, along with the compu-
tational cost for optimization. The downsampling has
been shown to provide similar results to higher sam-
pling rates, showing the robustness of DL approaches
Pyrovolakis et al. (2022). The spectral representations
are then generated using default parameters for the
length of the Fast Fourier Transform window (2048)
as well as the hop size (512).

As for word embeddings, the Sentence Trans-
former library from Hugging Face was used, specifi-
cally, the all-roberta-large-v1 pre-trained model. The
embedder receives a context of up to 512 tokens and
outputs a 1024 embedded vector. Given that the best
results were provided by using the full context win-
dow, some of the lyrics had to be cut off at some
point. After some simple tokenization steps, namely
removing new line characters and converting all text
to lowercase, the embeddings were obtained up to the
already mentioned context size.
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Figure 6: The multi-modal audio-lyrics regression model. Emotionally-relevant features are learned for both the audio repre-
sentation in the Mel-spectrogram-receiving branch and the lyrics representation in the branch receiving the previously gener-
ated word embeddings. AV values are predicted after concatenating and processing the learned features from both branches.

3.3 Model Optimization

Model optimization was conducted using the
Bayesian optimization implementation of the Keras
Tuner library O’Malley et al. (2019). This method
finds the best combination of hyperparameters in pre-
viously defined intervals for each, either maximizing
or minimizing an objective function defined by the
user.

Since our methodology is based on a regression
task to predict arousal and valence for a given sam-
ple, the objective is defined as minimizing the sum
of the mean squared error (MSE) for both. This en-
sures that none is prioritized, leveraging both audio’s
better predictability in terms of arousal and the same
for lyrics’ predictability of valence. The intervals for
each considered hyperparameter, namely, batch size,
optimizer, and corresponding learning rate, are pre-
sented in Table 1.

Table 1: Optimal Hyperparameters For Each Dataset.

Best Hyperparameters
Batch Size Optmizer Learning Rate

64 SGD 1e-2

The optimization process is run over ten trials, per
the library’s default, starting at the lower end of each
interval. For each trial, the model is trained to a max-
imum of 200 epochs, with an early stopping strategy
defined to check for no improvements to the valida-
tion loss for 15 consecutive epochs. This considerably
reduces the time needed to conduct the full optimiza-
tion phase since less time is spent on underperforming
sets of hyperparameters. We used a 70-15-15 train-
validate-test (TVT) split as our validation strategy, as
defined in Louro et al. (2024b). The resulting models
for each trial are backed up for later usage, including
the evaluation phase, which is discussed next.

3.4 Data and Evaluation

The MERGE Bimodal Complete dataset was used for
validating our approach. Proposed in Louro et al.
(2024b), it comprises a set of 2216 bimodal samples
(audio clips and corresponding lyrics). For each sam-
ple, the dataset provides a 30-second audio excerpt of
the most representative part of the song, links to the
full lyrics, labels corresponding to each of the quad-
rants in Russell’s Circumplex model, and AV values,
used to obtain the previously mentioned labels, cal-
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Table 2: TVT 70-15-15 Results For MERGE Audio Complete.

F1-score Precision Recall R2 RMSE
(A/V) (A/V)

73.20% 74.53% 73.49% 0.454 0.133
0.506 0.339

culated based on the extracted emotion-related tags
available in AllMusic 2.

The above-mentioned AV values are obtained
through the following process. First, the available
tags for each song in the dataset are obtained from
the All Music platform. Using Warriner’s Adjective
Dictionary Warriner et al. (2013), the existing tags are
translated to arousal and valence values. Finally, The
values are then averaged across all tags correspond-
ing to a specific song, obtaining its final mapping on
Russell’s Circumplex model.

For the TVT strategy, both the training and vali-
dation sets are used in the optimization function. The
set of optimal hyperparameters is found using the lat-
ter. After training the model for each dataset, the fol-
lowing metrics are computed between the actual and
predicted AV values in the test set for each class as
well as for the overall performance: F1-score, Preci-
sion, Recall, R2 (squared Pearson’s correlation), and
Root Mean Squared Error (RMSE).

Before computing these metrics, the predicted and
real AV values were mapped to Russell’s Circumplex
model to obtain classes for calculating Precision, Re-
call, and F1-score.

4 EXPERIMENTAL RESULTS
AND DISCUSSION

Tables 2 and 3 show the overall results for the dis-
cussed methodology. The arousal and valence stan-
dalone results for the R2 and RMSE metrics are pre-
sented in consecutive lines in the order displayed in
the tables.

The obtained results for both datasets are lower
than those obtained in previous studies focused on
static MER as a categorical problem Louro et al.
(2024a). The best result attained is a 73.20% F1-
score, which is around 6% lower than the results ob-
tained for the same dataset and evaluation strategy in
the mentioned article. The lower results are mostly
due to the semi-automatic approach to obtain AV val-
ues (see Section 3.4, considering that the tags avail-
able on All Music are user-generated and its curation
is unknown.

2https://www.allmusic.com/

Table 3: TVT 70-15-15 Results Confusion Matrix For
MERGE Audio Complete.

Predicted
Q1 Q2 Q3 Q4

A
ct

ua
l Q1 61.3% 10.4% 6.6% 21.7%

Q2 9.8% 82.4% 5.9% 2.0%
Q3 1.4% 4.3% 78.3% 15.9%
Q4 7.3% 0.0% 18.2% 74.5%

As shown in Table 2, the R2 metric for valence
outperformed the one for arousal, although having a
larger RMSE. This indicates that the relative valence
throughout songs is reasonably captured, despite the
larger RMSE error.

Although the attained results show room for im-
provement, they are a good starting point for the user.
Given the subjective nature of each user’s emotional
perception, we believe that the personalization feature
included in the MERGE app is a valuable mechanism
for handling subjectivity in MER.

In terms of the results for separate quadrants (Ta-
ble 3), we can see that some Q1 songs are confused
with Q4 songs (21.77% Q1 songs are incorrectly clas-
sified as Q4). Moreover, there is also some confusion
between Q3 and Q4 (15.9% of Q3 songs are predicted
as Q4 and 18.2% of Q4 songs are classified as Q3).
This is a known difficulty in MER, as discussed in
Panda et al. (2020) that needs further research.

5 CONCLUSION AND FUTURE
WORK

We presented the prototype for the MERGE applica-
tion. Currently, the initial version has implemented
music playback features, the ability to add and filter
songs to a shared database, list and plane views, the
latter based on Russell’s Circumplex model, and user
management functionalities. Moreover, a bimodal
audio-lyrics model is incorporated into the backend
of the prototype to allow for AV value prediction of
user-uploaded songs. Path-based playlist generation
has also been implemented, enabling users to craft
a playlist that follows a specific emotional trajectory
they have selected.

Still, many more functionalities are planned for
the application in future iterations. The highlighted
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functionalities include user-generated tags for a more
customized filtering experience that would be avail-
able to other users; automatic lyrics for the full song
scraped from an available API, e.g., Genius; and Mu-
sic Emotion Variation Detection (MEVD) prediction
support, including visualization with the same color
code used in the plot. A standalone desktop applica-
tion is also planned without the cross-user features.
in addition to implementing these upcoming features,
We plan to conduct in-depth user experience studies
to gain a more comprehensive understanding of the
system’s efficacy and user satisfaction.

Validation experiments on two recently proposed
datasets are provided alongside a thorough system de-
scription, relaying insights into the obtained results.
These are still below the categorical approach pre-
sented in Louro et al. (2024b) due to the already dis-
cussed semi-automatic AV mapping approach in Sec-
tion 3.4. Despite this, the predictions are a good start-
ing point to be further adjusted to the user’s percep-
tion.

Regarding the actual model, neither feature learn-
ing portion may be ideal for the problem at hand
since they were originally developed for a categori-
cal problem. Developing more suitable architectures
should thus be considered future work. Furthermore,
the data representations, especially the word embed-
dings, may also be further improved, considering that
the pre-trained model used is limited to a context win-
dow of 512 tokens.

To conclude, we believe the proposed app might
be useful for music listeners. Although there is room
for improvement (as the attained classification results
show), the personalization mechanism is a useful fea-
ture for handling prediction errors and subjectivity.
Finally, the personalization feature and the multi-user
environment have the potential to acquire quality user
annotations, leading to a future larger and more robust
MER dataset.
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Abstract: We present a question-and-answer (Q&A) application designed to support the contract management process
by leveraging combined information from contract documents (PDFs) and data retrieved from contract man-
agement systems (database). This data is processed by a large language model (LLM) to provide precise and
relevant answers. The accuracy of these responses is further enhanced through the use of Retrieval-Augmented
Generation (RAG), text-to-SQL techniques, and agents that dynamically orchestrate the workflow. These tech-
niques eliminate the need to retrain the language model. Additionally, we employed Prompt Engineering to
fine-tune the focus of responses. Our findings demonstrate that this multi-agent orchestration and combination
of techniques significantly improve the relevance and accuracy of the answers, offering a promising direction
for future information systems.

1 INTRODUCTION

Contract management in large corporations involves
overseeing legally binding agreements from their ini-
tiation through to execution and finalization. This
process encompasses ensuring that services or prod-
ucts are delivered in accordance with contractual
terms, monitoring their execution, and continuously
evaluating both operational and financial performance
throughout the service or product lifecycle. In the
case of public sector companies, this process becomes
even more complex due to stringent regulatory frame-
works. In Brazil, for instance, Law No. 14,133/2021
mandates that contract management includes a wide
range of activities, such as technical and adminis-
trative oversight, adherence to contract duration, re-
evaluation of economic and financial terms, modifica-
tions to service scope, and the enforcement of penal-
ties and fines when necessary. These regulations im-
pose an additional layer of complexity on the contract
management process, demanding a robust and sys-

a https://orcid.org/0009-0007-9459-8216
b https://orcid.org/0009-0007-6327-4083
c https://orcid.org/0009-0004-5441-8426
d https://orcid.org/0009-0001-4094-1978
e https://orcid.org/0009-0005-4388-4656
f https://orcid.org/0000-0003-3073-3734

tematic approach to ensure compliance and efficiency.
Beyond contract managers, dedicated organiza-

tional units are essential to support the contract man-
agement process, ensuring that the diverse range of
activities associated with contract execution is man-
aged efficiently. Often, these units require special-
ized knowledge to handle complex services effec-
tively. Notable examples include information and
communication technology (ICT) services, property
and asset management, and construction and engi-
neering projects, each of which demands a high level
of expertise. Additionally, these units typically rely
on Contract Management Systems (CMS) to stream-
line their operations. Public companies may either de-
velop these systems in-house or opt for widely-used
market solutions, such as SAP Contract Life-cycle
Management and IBM Emptoris Contract Manage-
ment, among others.

While these systems efficiently handle general
contract information, such as signatures, expiration
dates, payment terms, and contract agents, many spe-
cific details required to support effective management
activities remain accessible only through the original
documents. For instance, traditional Contract Man-
agement Systems (CMS) are often unable to respond
to inquiries concerning particular aspects of a con-
tract, such as penalties, discounts, or fines associated
with delays in service or product delivery. More-
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over, they lack the capability to provide insights into
comparative characteristics across different contracts,
such as penalty clauses related to database support
agreements. These tasks are highly time-consuming.

The objective of this study is to provide a solu-
tion that aids contract managers in addressing queries
related to both contract documents and data housed
within traditional Contract Management Systems.
One of the key challenges faced by contract man-
agers is the time-consuming process of searching for
and retrieving relevant information from lengthy and
complex contract texts. To address this, we lever-
age state-of-the-art large-scale Language Modeling
(LLM) technologies to analyze and extract pertinent
details from contract documents efficiently. This not
only improves the accuracy of the information re-
trieved but also significantly enhances the productiv-
ity of contract managers by reducing the manual effort
required to locate specific information. Additionally,
our approach integrates data from traditional Con-
tract Management Systems, ensuring that responses
are both relevant and comprehensive, thereby stream-
lining contract management activities.

In this work, we evaluated and integrated sev-
eral Natural Language Processing (NLP) techniques
to develop a Q&A system specifically designed for
IC contracts, using contract PDF files and data from
Contract Management Systems (CMS) as primary
data sources. To enhance the relevance of user
queries, prior work by (Seabra et al., 2024) employed
Retrieval-Augmented Generation (RAG) techniques
and a static approach to text-to-SQL for extracting
relevant metadata from contract systems. Building
upon this, our approach utilizes agents to dynamically
improve the accuracy and contextual relevance of re-
sponses, with a particular focus on a context-aware
text-to-SQL agent that interprets user queries more
effectively. Furthermore, similar to (Seabra et al.,
2024), we applied Prompt Engineering techniques to
standardize responses and ensure greater precision in
the answers provided.

One of the primary challenges in interpreting con-
tract documents lies in distinguishing between rele-
vance and similarity, a complexity that arises due to
the standardized formats and repetitive textual struc-
tures commonly found in these documents. This stan-
dardization is a challenge for LLMs because there is
a great deal of textual similarity, which does not nec-
essarily translate into relevance. Using a mix of NLP
techniques, we developed a solution that minimizes
the impact of standardization and provides relevant
answers. This approach made it possible to design
a solution without needing traditional fine-tuning or
re-training of language models.

The paper is organized as follows: Section 2 pro-
vides technical background on LLMs, RAGs text-to-
SQL, agents, and prompt engineering. Section 3 dis-
cusses the methodology of the use of the presented
techniques, while Section 4 details the architecture of
our solution. Section 5 describes how we evaluated
the proposed solution and the experimentation of the
Q&A application. Finally, Section 6 concludes our
study and proposes directions for future research in
this field.

2 BACKGROUND

The dissemination of several applications in the area
of Natural Language Processing (NLP) was made
possible by Large Scale Language Models (LLMs),
including question and answer (Q&A) systems. Re-
cently, the use of agents has been introduced as a cru-
cial component in LLM-based systems to orchestrate
and manage task execution dynamically. Agents, such
as router agents, SQL agents, and RAG agents, enable
the efficient allocation of tasks by directing queries to
the most suitable processing modules, enhancing sys-
tem adaptability and performance. This approach al-
lows LLMs to better handle complex queries, making
responses more accurate and contextually relevant by
integrating external data sources and specialized pro-
cessing routines (Mialon et al., 2023).

2.1 Large Language Models

Large-scale Language Models (LLMs) have revolu-
tionized the field of natural language processing with
their ability to understand and generate human-like
text. In their architecture, they utilize a specific neu-
ral network structure, Transformers, which allows the
model to weight the influence of different parts of the
input texts at different times (Vaswani et al., 2017).

Conversational applications, a specific use case
for LLMs, specialize in generating text that is co-
herent and contextualized. This is achieved through
training, in which the models are fed vast amounts
of conversational data, allowing them to learn the
nuances of dialogue (OpenAI, 2023a). In this way,
LLMs have established a new paradigm for NLP.
Moreover, by expanding the search space with exter-
nal data or specializing through fine-tuning, LLMs
become platforms for building specialized applica-
tions. In this work, all language models utilized were
based on OpenAI’s GPT series. Specifically, we em-
ployed the text-davinci-002 model for generating em-
beddings and the gpt-4-turbo model for generating
answers to user queries.
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2.2 Retrieval-Augmented Generation
(RAG)

According to (Chen et al., 2024), LLMs face signif-
icant challenges such as factual hallucination, out-
dated knowledge, and lack of domain-specific exper-
tise. In response to these challenges, RAG represents
a paradigm shift in the way LLMs process and gen-
erate text. The principle behind RAG involves us-
ing vector storage to retrieve text fragments similar
to the input query (Gao et al., 2023b). This tech-
nique converts both the query text and the information
database into high-dimensional vectors, allowing one
to retrieve similar information, which is then fed to an
LLM.

(Gao et al., 2023b) and (Feng et al., 2024) de-
scribe frameworks that exploit the advantages of this
technique by providing additional data to the LLM
without re-training the (Li et al., 2022) model. By di-
viding the available text into manageable chunks and
embedding these chunks in high-dimensional vector
spaces, it is possible to quickly retrieve contextually
relevant information in response to a query, which in-
forms the next processing steps. As shown in Figure
1, the first step (1) involves reading the textual con-
tent of the PDF documents into manageable chunks
(chunks), which are then transformed (embedding) (2)
into high-dimensional vectors. The text in vector for-
mat captures the semantic properties of the text, a for-
mat that can have 1536 dimensions.

These embeddings vectors are stored in a vector-
store (3), a database specialized in high-dimensional
vectors. The vector store allows efficient querying of
vectors through their similarities, using the distance
for comparison (whether Manhatan, Euclidean or co-
sine).

Once the similarity metric is established, the
query is embedded in the same vector space (4); this
allows a direct comparison between the vectorized
query and the vectors of the stored chunks, retriev-
ing the most similar chunks (5), which are then trans-
parently integrated into the LLM context to generate
a prompt (6). The prompt is then composed of the
question, the texts retrieved from the vectorstore, the
specific instructions and, optionally, the chat history,
all sent to the LLM which generates the final response
(7).

In RAG, the chunking strategy is important be-
cause it directly influences the quality of the retrieved
information. A well-designed chunk generation en-
sures that the information is cohesive and semanti-
cally complete, capturing its essence.

A key aspect of RAG is the difference between
similarity and relevance. Similar passages may not

contain the information relevant to answering a query,
posing a challenge to accurately retrieve information,
especially in cases where data comes from multiple
documents with similar structure. In such contexts,
documents may share a high degree of structural and
lexical similarity, making it difficult for retrieval algo-
rithms to distinguish between content that is merely
similar in form and content that is truly relevant to a
query.

2.3 Text-to-SQL

Text-to-SQL is a technology that enables the conver-
sion of natural language queries into SQL commands
based solely on the database schema, eliminating the
need for knowledge of the underlying data (Liu et al.,
2023). This approach leverages the capabilities of
LLMs to understand and interpret human language,
allowing users to retrieve data from databases through
plain text input without requiring specialized knowl-
edge of SQL syntax (Gao et al., 2023a).

By translating natural language into SQL queries,
text-to-SQL brings complex database structures and
end users closer together, making access more in-
tuitive and efficient. This technique is particularly
useful because it allows non-expert users to access
databases by asking natural language queries. It im-
proves data accessibility, reduces the learning curve
associated with database querying, and speeds up data
analysis processes, enabling more users to make data-
driven decisions.

The main distinction between RAG and text-to-
SQL techniques lies in how information is retrieved.
RAG relies on retrieving text segments from a vec-
tor store that are similar to the user’s question, and
using these segments to generate a coherent and con-
textually relevant answer. This method is effective
for questions where the answer can be synthesized
from existing text. However, it is not always pos-
sible to identify the information expected as the an-
swer. In another aspect, text-to-SQL translates natu-
ral language queries into SQL commands, as demon-
strated in (Pinheiro et al., 2023), which are then exe-
cuted against a structured database to retrieve exact
data matches. This ensures that if the text-to-SQL
translation is accurate, the user will receive a highly
specific answer directly from the database fields.

Therefore, while RAG operates on the principle
of textual similarity and generative capabilities, text-
to-SQL offers a more intrusive mechanism for data
retrieval by executing queries that directly match the
user’s intent, making it particularly effective for data
investigations.
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Figure 1: Retrieval-Augmented Generation.

2.4 Prompt Engineering

Prompt engineering is the art of designing and opti-
mizing prompts to guide LLMs in generating desired
outputs. The goal of prompt engineering is to maxi-
mize the potential of LLMs by providing them with
instructions and context (OpenAI, 2023b).

In the context of prompt engineering, prompts
are a fundamental part of the process. Through
prompts, engineers can outline the script for a re-
sponse, specifying the desired style and format for
the LLM response (White et al., 2023) (Giray, 2023).
For example, to define the style of a conversation, a
prompt could be formulated as ”Use professional lan-
guage and treat the customer with respect” or ”Use
informal language and emojis to convey a friendly
tone.” To specify the format of dates in responses, a
prompt instruction could be ”Use the American for-
mat, MM/DD/YYYY, for all dates.”

On the other hand, context refers to the informa-
tion provided to LLMs along with the main prompts.
The most important aspect of context is that it can pro-
vide additional information to support the response
given by the LLM, which is very useful when im-
plementing Q&A systems. This supplemental context
can include relevant background details, specific ex-
amples, and even previous dialogue exchanges, which
collectively help the model generate more accurate,
detailed, and contextually appropriate responses. Ac-
cording to (Wang et al., 2023), prompts provide guid-
ance to ensure that the model generates responses that
are aligned with the user’s intent. As a result, well-
crafted prompts significantly improve the effective-
ness and appropriateness of responses.

Recent studies have begun to explore the syner-
gistic integration of these techniques with LLMs to
create more sophisticated Q&A systems. For exam-

ple, (Jeong, 2023) reinforces the importance of us-
ing Prompt Engineering with RAG to improve the re-
trieval of relevant documents, which are then used to
generate both contextually relevant and information-
rich answers. Similarly, (Gao et al., 2023a) ex-
plores the integration of text-to-SQL with Prompt En-
gineering to enhance the model’s ability to interact
directly with relational databases, thereby expanding
the scope of queries that can be answered accurately.

2.5 Agents

The use of agents in applications built around Large
Language Models (LLMs) is relatively recent but has
already became common. Agents act as intelligent in-
termediaries that route, process, and present informa-
tion in ways tailored to the context of the query. These
agents leverage recent advancements in AI, such as
Retrieval-Augmented Generation (RAG) and tool uti-
lization, to perform more complex and contextually
aware tasks (Lewis et al., 2020). They play a piv-
otal role in orchestrating complex tasks, integrating
various data sources, and ensuring that the system re-
sponds accurately and efficiently to user queries.

In a complex LLM-based system, different tasks
often require specialized handling. Agents enable
task orchestration by directing queries to the most ap-
propriate component, whether it’s for retrieving data,
performing calculations, or generating visualizations.
For example, an application may have a Text-to-SQL
agent to perform queries over a relational database
and a Graph agent to visualize graphs after an answer,
if appropriate. According to (Jin et al., 2024), apply-
ing LLMs to text-to-database management and query
optimization is also a novel research direction in nat-
ural language to code generation task. By converting
natural language queries into SQL statements, LLMs
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help developers quickly generate efficient database
query code. In the realm of integrating heteroge-
neous data sources, Q&A applications often need to
access data from documents, databases, APIs, and
other repositories. Agents facilitate the seamless in-
tegration of these heterogeneous data sources, allow-
ing the system to extract relevant information dynam-
ically.

There are several agent types. As outlined in
(Singh et al., 2024), agent workflows allow LLMs
to operate more dynamically by incorporating spe-
cialized agents that manage task routing, execution,
and optimization. These agents serve as intelligent
intermediaries, directing specific tasks—such as data
retrieval, reasoning, or response generation—to the
most suitable components within the system. One
of the most important ones in place are the Router
Agents, as they are the decision-makers of the sys-
tem. When a user poses a query, the router agent an-
alyzes the input and decides the best path forward.
For instance, if a query is identified as needing fac-
tual data, the router agent might direct it to a RAG
model. If the question involves specific data retrieval
from a database, it will engage an SQL agent instead.

As mentioned before, RAG and SQL Agents
are very relevant too. According to (Saeed et al.,
2023), SQL agents can effectively manage data re-
trieval tasks by leveraging LLMs. The SQL queries
are transformed into prompts for LLMs, allowing
the system to interact with unstructured data stored
in the model, mimicking traditional database opera-
tions. (Fan et al., 2024) provides a comprehensive
overview of the integration of RAG techniques in
LLMs but moreover, (Wang et al., 2024) introduces a
novel approach that combines RAG techniques with a
drafting-verification process to improve the reasoning
capabilities of LLMs when handling retrieved docu-
ments. The RAG agent, termed the ”drafter,” gener-
ates multiple answer drafts based on retrieved results,
while a larger generalist LLM, the ”verifier,” assesses
these drafts and selects the most accurate one. This
approach effectively integrates retrieval and genera-
tion, enhancing the overall performance of LLMs in
knowledge-intensive tasks such as question answer-
ing and information retrieval systems.

3 METHODOLOGY

To address the challenges faced by contract managers
in terms of complex information retrieval, we pro-
pose Contrato360, a Q&A system supported by an
LLM and orchestrated by agents. The system em-
ploys a range of techniques designed to enhance the

relevance of responses while mitigating the risks asso-
ciated with the standardized textual structures of con-
tracts.

To achieve this goal of increasing the relevance
of the responses obtained by Contrato360, we com-
bined four techniques: 1) Retrieval-Augmented Gen-
eration (RAG) to increase the relevance of informa-
tion about contracts contained in PDF documents; 2)
Agents to orchestrate and route the flow of execu-
tion, enabling the dynamic selection of the most ap-
propriate approach for each query context; 3) Text-to-
SQL agent to retrieve the relevant information from
contract systems; 4) Prompt Engineering techniques
to standardize and ensure greater accuracy in the re-
sponses produced.

3.1 Applying RAG

One of the first decisions to be made is to choose
the best strategy to segment the document, that is,
how to perform the chunking of the PDF files. A
common chunking strategy involves segmenting doc-
uments based on a specific number of tokens and an
overlap (overlap). This is useful when dealing with
sequential texts where it is important to maintain the
continuity of the context between the chunks.

Contracts have a standardized textual structure,
organized into contractual sections. Therefore, sec-
tions with the same numbering or in the same vicinity
describe the same contractual aspect, that is, they have
similar semantics. For example, in the first section of
contract documents, we always find the object of the
contract. In this scenario, we can assume that the best
chunking strategy is to separate the chunks by section
of the document. In this case, the overlap between
the chunks occurs by section, since the questions will
be answered by information contained in the section
itself or in previous or subsequent sections. For the
contract page in the example in Figure 3, we would
have a chunk for the section on the object of the con-
tract, another chunk for the section on the term of the
contract, that is, a chunk for each clause of the con-
tract and its surroundings. This approach ensures that
each snippet represents a semantic unit, making re-
trievals more accurate and aligned with queries.

Having the contract section as the limit of the
chunks improves the relevance of the responses within
a single contract. However, when increasing the num-
ber of contracts that the Contract360 intends to re-
spond to, we observe the problem in correctly deter-
mining the contract to be treated. In the following
example, we detail this aspect:

Consider the contract documents shown in Fig-
ure 3. showcases two service contracts be-
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Figure 2: Methodology Workflow Combining Different Techniques.

tween BNDES (Banco Nacional de Desenvolvimento
Econômico e Social) and companies (Oracle do Brasil
Sistemas Ltda. and IBM Brasil Indústria Máquinas e
Serviços Ltda.), highlighting key clauses relevant to
the provision of technical support and software up-
dates. The contracts are presented in Portuguese, re-
flecting the original legal terms and specific obliga-
tions of each party. For instance, the contract with
Oracle (Contract No. 278/2023) details the provision
of services for Oracle Database and associated tech-
nologies, emphasizing software support and entitle-
ment to updates. Similarly, the contract with IBM
(Contract No. 159/2021) focuses on support services
related to IBM Content Management software. The
"CLÁUSULA PRIMEIRA - OBJETO" (first clause - ob-
ject) details the object of the contract and a frequently
asked question is: ”What is the object of contract
OCS 278/2023?”. In this example, the RAG will
store vectors containing the sections of both contracts,
since this clause is common to both. However, when
we inspect what is expressed in the chunk, its content
does not contain the contract number, Figure 3. Thus,
with great probability, a query about a specific con-
tract may return a segment (chunk) unrelated to the
contract, for example OCS 159/2021, being retrieved
instead of the contract we want. In the case of our ex-
ample, the chunk referring to the question that should
be returned is related to contract OCS 278/2023.

To overcome this issue, it is necessary to add se-
mantics to the chunks, by including document meta-
data. And when accessing the vectorstore, use this
metadata to filter the information returned. In this

way, we improve the relevance of the retrieved texts.
Figure 4 displays the most relevant metadata for the
contracts (source, contract and clause). Where source
is the name of the contract PDF file), contract is the
OCS number and clause is the section title. Thus,
for the question ”What is the object of contract OCS
278/2023?”, the chunks of contract OCS 278/2023
are retrieved and then the similarity calculation is ap-
plied, retrieving the text segments to be sent to the
LLM.

3.2 Applying Text-to-SQL

Contracts are dynamic and undergo several events like
operational changes and management adjustments
throughout their life-cycle. To deal with this com-
plexity, organizations use contract monitoring sys-
tems, such as SAP Contract Life-cycle Management
and IBM Emptoris Contract Management. These sys-
tems control several aspects, such as the technical per-
son responsible for the contract, changes in the con-
tractor’s representative, and the end of the provision
of services. During the contract term, these events can
occur and significantly affect contract management.

The Contract360 retrieves those events from the
Contract Management System (CMS) and incorpo-
rates them so the LLM can provide relevant responses
to the user. Therefore, a text-to-SQL technique was
natural to implement the reasoning and decision-
making task (Yao et al., 2023) to obtain relevant re-
sponses from the CMS database to the contract man-
agers.
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Figure 3: Chunking applied to Contracts.

Figure 4: Contracts metadata.

The LangChain SQL Agent (Langchain, 2024)
has proven to be a highly flexible tool for interact-
ing with the CMS database. Upon system startup,
our SQL agent establishes an authenticated connec-
tion to the database and retrieves the schema. When
it receives a user question, it performs Entity Recog-
nition, maps those entities to the database tables and
columns, and prepares the SQL statement.

Ensuring the safety of our SQL agent is central.
We validate each generated query to ensure it does
not contain harmful commands, such as ’UPDATES,’

’DROP TABLE,’ ’INSERT,’ or any other command
that can alter the database, providing a sense of secu-
rity about the system’s integrity.

Finally, the output generated from the executed
SQL statement goes to a prompt generation stage for
further analysis of the LLM.

3.3 Applying Prompt Engineering

The prompt engineering technique provides a pattern
for the style of responses and the reuse of the solution
when accessing the LLM, as it provides instructions
and context. Based on these observations, instruc-
tions were developed in the application to improve the
responses. The instructions include basic guidelines,
such as ”Do not use prior knowledge”, which ensures
that the responses are based only on vectorstore con-
tracts, and specific instructions, such as ”Whenever
you answer a question about a contract, provide the
OCS number.” Thus, the question ”Do we have an
Oracle Support contract?” would have as a possible
answer ”Yes, we have an Oracle Database Support
contract. The OCS number is 278/2023.”.

Maintenance and guidelines on how to use the
chat context were also applied to ensure uniformity
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and coherence. For example, we inform the expected
style for responses: ”You should use a formal and
objective tone.”, determining the style of LLM re-
sponses. Another guideline instructs LLM: ”Given
the chat history and the question asked, construct the
response completely, without the user needing to re-
view the history”.

Finally, the context passed to the LLM can be use-
ful to establish the style of the answers according to
the role of the user of the Q&A system. In the case
of Contract360, we have three roles: 1) contract man-
ager; 2) contract management support; and 3) man-
ager of the contract management support unit. For
each of these roles a specific context was defined, for
example for role 3 we have: ”You are an assistant
specialized in answering questions about administra-
tive contracts, who provides management and sum-
marized information about the contracts.”

With these three techniques we obtained more rel-
evant answers. In the following section, we detail the
implementation and the components used in the de-
velopment of the system.

3.4 Applying Agents

In Contrato360, Agents play a pivotal role in orches-
trating the flow of execution and enhancing the overall
efficiency of the question-and-answer process. Also,
considering the workflow on understanting the user
query, an agent approach is a clever choice to imple-
ment this several specialized activities that needs to be
taken in building the correct answer for the user. We
designed three agents to implement this workflow.

As shown in figure 2, the Router Agent is cen-
tral to its architecture, acting as the primary decision-
making entity that orchestrates the flow of tasks
needed to answer a user’s question. The ”Router
Agent” decides if the user’s question is related to
the Contract Manager domain, e.g., ”How are you?”,
”Will Bologna FC win the 2025 Champions League?”
or ”Who is the contract manager for the Database sup-
port?”. An out-of-topic question is redirected to the
LLM with a context limiting its role to the domain of
contract management. In A question on the contract
domain will follow our workflow to find a relevant
answer.

In the sequel, the Router Agent sends the user
question to two specialized agents: a) SQL agent and
b) RAG agent. The RAG agent retrieves from the vec-
torstore chunks of documents similar to the user ques-
tion. In parallel, a SQL agent retrieves form the CMS
database content related to the user question. This ar-
chitectural choice proved to be robust in the reports of
the contract managers, as it semantically enriches the

contract information, as shown in Figure 1.
One of the specialized agents in Contrato360 is the

RAG (Retrieval Augmented Generation) Agent, re-
sponsible for retrieving relevant information from the
contracts vectorstore. When directed by the Router
Agent, the RAG Agent searches for similar data
chunks that can help contextualize the question. An-
other specialized component is the SQL Agent, which
handles queries requiring structured data extraction
from the contracts database. Upon receiving routing
instructions from the Router Agent, the SQL Agent
executes SQL queries to retrieve specific data points
relevant to the user’s question.

With all textual and information retrieve, another
”Router Agent” craft an answer. If needed to add
an visual information, the Graph Agent and LLM
Answer Generation Agent add further depth to Con-
trato360’s response capabilities. The Graph Agent is
tasked with creating visual representations, such as
charts, when the Router Agent determines that a vi-
sual answer would better serve the user’s needs. This
agent ensures that complex data can be conveyed in a
clear and understandable format, enhancing user com-
prehension. Meanwhile, the LLM Answer Genera-
tion Agent works closely with the prompt generation
module to produce coherent and contextually relevant
textual responses. Together, these agents provide a
multi-faceted approach to answering questions, com-
bining data retrieval, visualization, and language gen-
eration to deliver comprehensive solutions.

4 ARCHITECTURE

The architecture of the Contrato360 application illus-
trates a comprehensive system designed to facilitate a
question-answering application that integrates Large
Language Models (LLMs), document processing, and
databases. The architecture consists of three main lay-
ers: the User Interface Layer, the Backend Layer, and
the Language Model Integration Layer, each playing
its role in delivering accurate and context-aware re-
sponses to users.

The User Interface Layer is represented by the
User Interface (Streamlit), which serves as the front-
end of the application. This layer provides an interac-
tive platform where users can input their queries and
view the responses generated by the system. The in-
terface directly communicates with the backend layer,
sending user inputs for processing and displaying the
responses generated by the various integrated compo-
nents.

At the heart of the system lies the Backend Layer,
which is primarily managed by the Backend Agents
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Figure 5: Application architecture.

(Python and Langchain). This layer orchestrates in-
teractions between the document processing, vector
storage, contracts database, and the language model
integration layer. The backend layer leverages Python
and Langchain to handle the logic, task execution,
and chat functionalities, particularly through Ope-
nAI’s chat models. It processes user inputs received
from the interface and interacts with both the Con-
tracts Database and Vectorstore (ChromaDb) to re-
trieve relevant information necessary for formulating
comprehensive answers.

Within the backend layer, the Contracts Database
(SQLite) serves as the structured data source, storing
structured information related to contracts. This com-
ponent allows the system to handle contract-related
questions by processing SQL queries generated by the
backend agents. The contracts database responds to
these queries with relevant data, which is then used to
construct natural language responses for the user.

The Vectorstore (ChromaDb) is another vital com-
ponent of the backend layer, acting as a storage so-
lution for vectorized data, including document em-
beddings. It plays a key role in efficient similar-
ity searches and retrieval tasks, enhancing the sys-
tem’s ability to provide context-aware responses.
The backend agents utilize the Vectorstore to match
user queries against stored embeddings, enabling ad-
vanced semantic search capabilities. This compo-
nent also stores embeddings generated from docu-
ment processing, ensuring that data is readily avail-
able for future query matching.

The Language Model Integration Layer is respon-
sible for transforming and embedding data for use
within the system. This layer includes the PDF Docu-
ments Processing module, which ingests and prepro-
cesses documents, particularly PDFs, to make them

suitable for use within the application. This step in-
volves reading and extracting text and relevant meta-
data, preparing the content for the next stages of
processing. The Chunking and Metadata Generation
component further refines the documents by dividing
them into manageable chunks and generating meta-
data that improves retrieval efficiency, ensuring that
the data is optimally split for better embedding gener-
ation and response times.

The final stage of the language model integra-
tion layer is the Embeddings Generation module,
which converts the chunked documents and meta-
data into vector embeddings using LLM-based mod-
els like OpenAI Embeddings. These embeddings cap-
ture the semantic nuances of the text, facilitating ef-
ficient search and retrieval tasks within the system.
Once generated, these embeddings are stored in the
Vectorstore (ChromaDb), where they can be accessed
for matching against user queries.

The overall workflow begins when a user inputs
a question through the User Interface Layer, initi-
ating a sequence of processes across the backend
and language model integration layers. The back-
end agents handle query processing, interacting with
the Contracts Database for SQL queries and perform-
ing semantic searches using embeddings from the
Vectorstore. The document processing involves pre-
processing PDFs, chunking the content, and generat-
ing embeddings that are then stored for efficient re-
trieval. The backend agents combine data retrieved
from the contracts database and the Vectorstore to
generate a coherent response, which is then presented
back to the user through the User Interface Layer.

This architecture effectively combines the User
Interface Layer, Backend Layer, and Language Model
Integration Layer, enabling Contrato360 to function
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as a robust and powerful application for answering
questions based on complex data sources. The seam-
less integration of multiple technologies ensures that
users receive accurate and contextually relevant re-
sponses, enhancing the overall functionality and us-
ability of the system.

5 EVALUATION

The experiment to validate the application was con-
ducted by two IT contract specialists from BNDES.
The system was prepared with 75 contracts (PDFs and
data from the contract system). And to validate the
relevance of the answers, benchmark questions were
prepared, from two distinct groups: ”direct” and ”in-
direct” questions. ”Direct” questions are those that
can be answered through the PDFs and their meta-
data. ”Indirect” questions are those that obtain better
relevance when searched in the contract system data.
In Tables 1 and 2 we present the users’ perception of
the quality of the answers. In the evaluation, the rel-
evance of the answers was categorized as ”Correct”
and ”Incomplete”.1

We can observe that for the ”direct” questions the
system presents relevant answers for all experiments.
However, in the ”indirect” questions, despite being
satisfactory, the results in one specific question were
limited and incomplete. In our evaluation, these ques-
tions require a more elaborate semantic evaluation. In
the first case, we realized that the concept of ”Waiver
of Bidding” was not well captured. We believe that
an adjustment in the queries and/or in the prompt can
add this type of semantics.

Table 1: Direct Questions.

Question Correct Incomplete
What is the subject of the OCS
nnn/yy contract?

10 -

Do we have any contract whose
subject is xxxx?

9 1

Do we have any contract with the
supplier xxx?

10 -

Who is the manager of the OCS
nnn/yy contract?

10 -

Who is the supplier of the nnn/yy
contract?

10 -

What is the term of the OCS nnn/yy
contract?

10 -

A key aspect observed from the users is the so-
lution’s capability to combine answers from both the
structured data store and the contract’s texts. This in-

1A third category would be ”Incorrect”, but this option
was not obtained in any of the questions.

Table 2: Indirect Questions.

Question Correct Incomplete
How many active IT contracts do we cur-
rently have?

10 -

List the contracts that will end in the year
yy?

10 -

How many contracts do we have with
supplier xxxx?

10 -

How many contracts have we signed due
to inflexibility?

9 1

How many DLs (Exemptions from Ten-
ders) were contracted in yy?

- 10

Who are the managers of the contracts
we have with company xxxx?

8 2

How many contracts does employee
xxxx have under his/her management?

8 2

Show a summary of contract nnn/yy. 10 -

tegration is perceived as a significant time-saving fea-
ture, as users typically need to locate the relevant con-
tracts, open the respective PDFs, and manually search
for additional information. The example below illus-
trates this. It identifies contract managers and out-
lines the penalties associated with contractual non-
compliance. The system’s ability to deliver precise,
context-relevant answers from contracts highlights its
effectiveness in reducing manual search efforts for
users.

Figure 6: Contracts Q&A Streamlit application.

In fact, by directly addressing questions with spe-
cific details, the system saves time and improves the
user experience, as users can quickly access criti-
cal information without sifting through lengthy doc-
uments. Finally, the system’s ability to automatically
generate graphs using its Plotly agent, when a table of
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values is included in the response, has been positively
received by users. This feature not only provides im-
mediate visual insights, enhancing the understanding
of the data, but also supports users in creating pro-
fessional presentations. The integration of dynamic
graph generation into the query response process sig-
nificantly enriches the user experience, allowing for a
more comprehensive analysis and efficient communi-
cation of contract-related information.

Figure 7: Plotly Agent.

6 CONCLUSIONS

We developed a Q&A application in the domain of
service and product contracts, using PDF contracts
and data from the Contract Management System as
information sources. In this development, we em-
ployed four techniques to improve the relevance of the
answers: 1) Augmented Retrieval (RAG) combined
with semantic augmentation using metadata to re-
trieve information from PDFs; 2) Text-to-SQL, aggre-
gating dynamic information from the contracts made
available in the Contract Management System; 3)
Prompt Engineering to contextualize, instruct and di-
rect the answers produced by the LLM; and 4) Agents
to call the most appropriate approach depending on
query context and determining the flow of execution
of tasks in the system.

The 8 demonstrates the ability of Contrato360 in
retrieving and summarizing contract information re-
lated to Oracle through a question-and-answer inter-
face. When asked if there is a contract with Ora-
cle, the system efficiently identifies the relevant con-

Figure 8: Contract Summarization.

tract, numbered 0278/2023, and provides a concise
summary of its key details stored in the database.
The summarized information includes the contract’s
object, which covers technical support and software
upgrades for Oracle’s Database Management System
(DBMS), details about the contract manager, supplier,
total value, validity dates, and the current situation.
This functionality highlights the system’s ability to
streamline access to specific contract data, facilitating
quick and accurate information retrieval for users by
directly interacting with the database through natural
language queries

In our experiment, we addressed an initial set of
questions that were able to produce a robust system
that meets current user needs. However, exploring
other questions in depth will allow us to enrich the
metadata and the set of queries that extract informa-
tion from traditional systems.

Finally, to consolidate the techniques developed to
address our application, we envision that building a
system in a different problem domain may shed light
on limitations and the possible need for refinement
or adaptation. Such future exploration will not only
reinforce confidence in the implementation of these
techniques in real-world scenarios, but also pave the
way for their optimization and possible customization
for specific domains, ultimately increasing the utility
and impact of LLMs in enterprise applications.

Contrato360 2.0: A Document and Database-Driven Question-Answer System Using Large Language Models and Agents

177



REFERENCES

Chen, J., Lin, H., Han, X., and Sun, L. (2024). Benchmark-
ing large language models in retrieval-augmented gen-
eration. In Proceedings of the AAAI Conference on Ar-
tificial Intelligence, volume 38, pages 17754–17762.

Fan, W., Ding, Y., Ning, L., Wang, S., Li, H., Yin, D.,
Chua, T.-S., and Li, Q. (2024). A survey on rag meet-
ing llms: Towards retrieval-augmented large language
models. In Proceedings of the 30th ACM SIGKDD
Conference on Knowledge Discovery and Data Min-
ing, pages 6491–6501.

Feng, Z., Feng, X., Zhao, D., Yang, M., and Qin, B.
(2024). Retrieval-generation synergy augmented large
language models. In ICASSP 2024-2024 IEEE Inter-
national Conference on Acoustics, Speech and Signal
Processing (ICASSP), pages 11661–11665. IEEE.

Gao, D., Wang, H., Li, Y., Sun, X., Qian, Y., Ding, B.,
and Zhou, J. (2023a). Text-to-sql empowered by large
language models: A benchmark evaluation. arXiv
preprint arXiv:2308.15363.

Gao, Y., Xiong, Y., Gao, X., Jia, K., Pan, J., Bi, Y., Dai, Y.,
Sun, J., and Wang, H. (2023b). Retrieval-augmented
generation for large language models: A survey. arXiv
preprint arXiv:2312.10997.

Giray, L. (2023). Prompt engineering with chatgpt: a guide
for academic writers. Annals of biomedical engineer-
ing, 51(12):2629–2633.

Jeong, C. (2023). A study on the implementation
of generative ai services using an enterprise data-
based llm application architecture. arXiv preprint
arXiv:2309.01105.

Jin, H., Huang, L., Cai, H., Yan, J., Li, B., and Chen, H.
(2024). From llms to llm-based agents for software
engineering: A survey of current, challenges and fu-
ture. arXiv preprint arXiv:2408.02479.

Langchain (2024). Langchain agents documenta-
tion. https://python.langchain.com/v0.1/docs/use
cases/sql/agents/. Accessed: 2024-09-06.

Lewis, P., Perez, E., Piktus, A., Petroni, F., Karpukhin,
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Abstract: The growing use of credit cards for transactions has increased the risk of fraud, as fraudsters frequently at-
tempt to exploit these transactions. Consequently, credit card companies need decision support systems that
can automatically detect and manage fraudulent activities without human intervention, given the vast volume
of daily transactions. Machine learning techniques have emerged as a powerful solution to address these chal-
lenges. This paper provides a comprehensive overview of the knowledge domain related to the application
of machine learning techniques in combating credit card fraud. To achieve this, a review of published work
in academic journals from 2018 to 2023 was conducted, encompassing 131 papers. The review classifies the
studies based on eight key aspects: publication trends and venues, machine learning approaches and tech-
niques, datasets, evaluation frameworks, balancing techniques, hyperparameter optimization, and tools used.
The main findings reveal that the selected studies were published across various journal venues, employing
both single and ensemble machine learning approaches. Decision trees were identified as the most frequently
used technique. The studies utilized multiple datasets to build models for detecting credit card fraud and ex-
plored various preprocessing steps, including feature engineering (such as feature extraction, construction, and
selection) and data balancing techniques. Python and its associated libraries were the most commonly used
tools for implementing these models.

1 INTRODUCTION

The advancement of technology has significantly
influenced the transition from traditional payment
methods to online transactions (Mienye et al., 2023),
(Taha and Malebary, 2020). Modern banking sys-
tems are now offering a wide array of payment op-
tions to enhance customer experience, including card
payments, internet banking, and various e-services.

Globally, credit cards remain the most widely used
payment method. According to the Nil Report (Re-
port, 2023), there are 1,103 credit card issuers world-
wide. In 2021, the combined purchase volume of the
top 150 portfolios reached 12.695 trillion, reflecting a
9.4% increase compared to 2020.

a https://orcid.org/0009-0003-0052-8702
b https://orcid.org/0000-0001-7336-4276
c https://orcid.org/0000-0002-0882-1327

While credit cards offer convenience for online
purchases of goods and services, they also expose
users to the risk of fraudulent transactions (Kim et al.,
2019). In 2021 alone, 32.34 billion payment cards
were compromised globally due to fraud (Report,
2023). Projections estimate that fraud-related losses
will reach 408 billion over the next decade.

Current fraud detection systems predominantly
rely on manually designed rules, which are often inef-
ficient, subjective, and vulnerable to manipulation by
fraudsters (Kim et al., 2019; Carcillo et al., 2018). As
a result, there is a pressing need for automated detec-
tion systems. The growing adoption of electronic pay-
ment systems provides credit card issuers with exten-
sive customer data, which can be leveraged to develop
data-driven models that effectively detect fraud and
minimize losses (Carcillo et al., 2018; Cheon et al.,
2021; Pozzolo et al., 2018).

Machine Learning (ML) techniques have emerged
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as a powerful tool for tackling credit card fraud (Poz-
zolo et al., 2018; Leevy et al., 2023; Salekshahrezaee
et al., 2023). ML models, once deployed, can ef-
ficiently process large volumes of transactions in
real-time, assuming the appropriate infrastructure is
in place. The success of ML techniques has been
demonstrated across various domains.

This paper presents a systematic mapping study
aimed at gaining insights into the use of ML tech-
niques in developing decision support systems for de-
tecting fraudulent credit card transactions. The study
examines key aspects, including publication trends
and venues, ML approaches and techniques, datasets
used for constructing Credit Card Fraud (CCF) mod-
els, evaluation frameworks, preprocessing techniques,
hyperparameter optimization methods, and tools em-
ployed in model development.

The structure of the paper is as follows: Section 2
outlines the research protocol used in the study. Sec-
tion 3 presents and discusses the findings for each
mapping question. Finally, Section 4 concludes the
paper and offers suggestions for future research.

2 RESEARCH PROTOCOL

This study aims to consolidate existing research on
the application of ML in developing automated sys-
tems for credit card fraud management. To ac-
complish this, a systematic mapping study was con-
ducted following the methodology outlined by (Pe-
tersen et al., 2008), which has been widely adopted
in various research fields, including software engi-
neering (Hosni and Idri, 2018), medical informatics
(Hosni et al., 2019), and urban flood hazard mapping
(El baida et al., 2024). The mapping process consists
of several steps, which are described in detail in the
following subsections.

2.1 Mapping Questions

The goal of this review is to provide a comprehen-
sive understanding of how ML techniques, particu-
larly classification methods, are utilized in the devel-
opment of CCF systems. To fulfill this objective, we
formulated eight research questions (MQs), each de-
signed to explore specific aspects of ML application
in CCF. Table 1 lists these MQs along with the moti-
vations behind each question.

2.2 Search Strategy

This step aims to identify candidate papers relevant to
the topic of this study. The primary sources of papers

are digital libraries that index research published by
leading publishers worldwide. For this study, we se-
lected the Scopus digital library as our primary source
of candidate papers. The initial task was to construct a
search string to be used as input for the Scopus search
engine.

The search string was formulated based on the au-
thors’ expertise and knowledge. The search query
used was:

TITLE-ABS-KEY((fraud OR ”Fraud de-
tection” OR ”Fraud Analyt-
ics”) AND (”credit card” OR ”card pay-
ment*” OR ”Transaction Fraud”) AND (”Ma-
chine learning”))

The searches were conducted on metadata of ti-
tles, abstracts, and keywords of research works be-
tween the years 2018 and 2023. We have limited our
search to articles in peer-reviewed journals. We set
this limitation to ensure that the papers selected have
undergone a satisfactory peer-reviewing process and
hence command a high level of academic integrity
and reliability.

2.3 Study Selection

The pool of candidate papers obtained through the
Scopus search needed further filtering based on pre-
defined inclusion and exclusion criteria. This step was
crucial to ensure that only relevant papers addressing
our MQs were included. To maintain accuracy, three
researchers independently performed the filtering pro-
cess. A paper was included if it met at least one in-
clusion criterion and none of the exclusion criteria. If
the decision was unclear based on the metadata, the
researcher proceeded to read the full paper. The in-
clusion and exclusion criteria were as follows:

Inclusion Criteria:
• Papers that specifically focus on building credit

card fraud detection systems using ML tech-
niques.

• Papers that aim to enhance existing ML tech-
niques for credit card fraud detection.

• Papers that compare different ML techniques in
the context of credit card fraud detection.

Exclusion Criteria:
• Papers not written in English.

• Papers that do not utilize ML techniques for credit
card fraud detection.

• Papers that focus on detecting fraudulent transac-
tions unrelated to credit cards.
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Table 1: Mapping Questions and their Motivations.

Mapping Questions Motivations
Which journal venues are the primary targets for the use
of ML techniques in credit card fraud detection? And
what is the frequency of publication has changed over
time?

To identify the specific journal venues where research
related to ML techniques in credit card fraud detection is
being published and discover the publication trend over
time.

What are the ML approaches used in credit card fraud
detection? Additionally, which specific ML techniques
are commonly utilized?

To identify the various types of ML techniques used in
CCFD systems and provide an enumeration of specific
ML techniques that have been adopted in building these
systems.

What are the main datasets used in credit card fraud de-
tection?

To identify the prevalent datasets that researchers rely on
when developing and evaluating CCFD systems.

What are the performance frameworks used to build and
assess the credit card fraud detection model?

To identify the evaluation methods used to build the
CCFD systems and enumerate the performance indica-
tors used to assess the built models.

What techniques are used to handle the balancing prob-
lem in credit card fraud detection?

To identify the techniques used to handle the balancing
problem present in CCF datasets.

What feature engineering stages have been investigated
in the context of credit card fraud detection? Addition-
ally, what are the techniques that have been used in each
of these stages?

To identify the feature engineering stages that have been
treated in literature. Furthermore, enumerate the tech-
niques used in each of the identified stages.

What are the optimization techniques used to fine-tune
the hyperparameters of the ML techniques in credit card
fraud detection systems?

To identify the optimization techniques used to fine-tune
the hyperparameters of the ML techniques in credit card
fraud detection.

What tools are used to build credit card fraud detection
models?

To identify the tools used to build credit card fraud de-
tection models.

2.4 Data Extraction and Synthesis

After selecting the papers relevant to our MQs, data
extraction was performed independently by three re-
searchers. The extracted data were systematically
recorded in detailed forms, ensuring alignment with
each MQ.

Following a comprehensive review of the ex-
tracted data, synthesis was conducted by summariz-
ing and aggregating the findings for each MQ from
all selected papers. Two synthesis methods were em-
ployed: narrative synthesis and the counting method,
which allowed for the consistent tabulation of data in
line with the MQs. Visualization tools, such as bar
charts and pie charts, were used to present the aggre-
gated data.

3 RESULTS AND DISCUSSION

This section presents and discusses the results ob-
tained from the mapping study, organized according
to the research questions listed in Table 1.

3.1 Results Overview

A total of 790 candidate papers were retrieved
through the automatic search in the Scopus database
using the search string specified in Section 2.2. The
search was restricted in two ways: first, by time
frame, including only papers published between 2018
and 2023, and second, by selecting only journal ar-
ticles. The search was conducted on June 24, 2024.
The primary reason for limiting the search to 2023
is to facilitate the replication of the search results, as
the likelihood of additional papers being indexed for
that year is minimal. In contrast, selecting an ongoing
year could pose challenges since the indexing process
for papers published within the same year may take
time to complete.

Following the study selection process and the ap-
plication of inclusion and exclusion criteria, 131 pa-
pers were selected. Relevant information was then
extracted from these papers to address the research
questions (MQs). It is worth noting that both the se-
lection and data extraction processes were performed
independently by three researchers. Additionally, not
all 131 papers provided answers to all the research
questions. Details of the selected papers and extracted
data are available upon request.
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Figure 1: Publication Trends over Time.

3.2 Publication Venues and Trends
(MQ1)

This review identified 86 different venues where the
131 selected papers were published. The IEEE Ac-
cess journal had the highest number of publications,
with 13 papers, followed by the Journal of Theoretical
and Applied Information Technology with five publi-
cations and the Journal of Big Data with four. Seven
journals published three papers each, while thirteen
journals published two papers each. Additionally, 63
venues published only one paper each. Table 2 lists
the main sources that published more than three pa-
pers.

Regarding publication trends, an upward trajec-
tory in the number of publications was observed over
time. It is important to note that only papers pub-
lished in journals over the last five years were in-
cluded in this review. The highest number of publi-
cations occurred in 2022, with 38 papers published
across 28 different venues. IEEE Access led with
four papers, followed by seven journals that published
two papers each, while the remaining papers were dis-
tributed among 20 other journals, each publishing one
paper. Figure 1 illustrates the publication trends over
the search period.

3.3 Machine Learning: Approaches and
Techniques (MQ2)

The objective of the MQ2 is to identify the most
prevalent ML approaches used by researchers and to
catalog the specific ML techniques employed in the
selected studies.

Figure 2 illustrates the distribution of ML ap-
proaches used in the reviewed papers. The findings
show that 39% of the selected studies (51 out of 131
papers) focused exclusively on single ML approaches.
Meanwhile, 29% of the papers (39 out of 131) ex-
plored ensemble ML approaches alone. Notably, 32%

of the papers (42 out of 131) investigated both single
and ensemble approaches.

Figure 2: Publication Trends over Time.

Table 3 provides a comprehensive list of ML tech-
niques that have been applied in developing decision
support systems for detecting fraudulent credit card
transactions (CCFD). The review identified 11 sin-
gle classification techniques commonly explored in
CCFD literature. Among these, Decision Tree (DT)
was the most frequently used technique, appearing
in 82 instances. Artificial Neural Networks (ANN)
were investigated 67 times, while Regression tech-
niques were utilized 47 times. Support Vector Ma-
chines (SVM) were employed in 32 instances. No-
tably, four techniques were each used only once.

Out of the 131 selected papers, 60 focused on in-
vestigating a single ML technique, and nine papers
examined two ML techniques. The study that ex-
plored the highest number of ML techniques, totaling
31, was (Randhawa et al., 2018).

Ensemble methods were explored in 113 instances
within the selected studies. The primary type of en-
semble investigated was homogeneous, particularly
the combination of a single base technique with a
meta ensemble technique. Among the meta ensemble
techniques, Boosting was the most commonly used,
with XGBoost being the most extensively studied, ap-
pearing in 22 cases. Other meta ensemble techniques,
such as Random Subspace and Bagging, were also ex-
plored. Additionally, heterogeneous ensembles were
investigated in the selected studies (Baker, 2022).

3.4 Datasets Used (MQ3)

The construction of CCF models primarily relies on
historical transaction data. This MQ aims to iden-
tify and catalog the datasets used in the selected stud-
ies for building CCF models. A total of 29 different
datasets were identified across the selected studies.
Table 4 lists the datasets that were utilized more than
four times. Notably, the ”Credit Card Fraud Dataset,”
containing 284,807 records, was the most frequently

KDIR 2024 - 16th International Conference on Knowledge Discovery and Information Retrieval

182



Table 2: Publication Venues.

Journal Number
IEEE Access 13
Journal of Theoretical and Applied Information Technology 5
Journal of Big Data 4
Multimedia Tools and Applications 3
International Journal of Intelligent Engineering and Systems 3
International Journal of Interactive Mobile Technologies 3
International Journal on Recent and Innovation Trends in Computing and Communication 3
Applied Sciences (Switzerland) 3
Electronics (Switzerland) 3
Mathematics 3

Table 3: ML techniques used in the Selected Studies.

Technique Number
Ensemble 113

DT 82
ANN 67

Regression 47
SVM 32
KNN 25
NB 23
Rule 3

Independent component analysis 1
K-means 1

Local Outlier Factor 1
PCA 1

used, appearing in 85 out of the 131 selected papers.
This dataset is publicly available on the Kaggle plat-
form. Additionally, 16 papers employed more than
one dataset, with the maximum number of datasets
used in a single study being three, as reported in three
papers (Arora et al., 2020; de Zarzà et al., 2023; Zhu
et al., 2020).

The review also identified several studies that uti-
lized private datasets, including those collected from
organizations in China (Zheng et al., 2020; Li et al.,
2021b), various European countries (Marco et al.,
2022), and financial institutions in South Korea (Kim
et al., 2019), among others. It is important to note
that most of the datasets used suffered from the prob-
lem of data imbalance, where the fraudulent class was
significantly underrepresented compared to the non-
fraudulent class.

3.5 Evaluation Framework: Evaluation
Methods and Performance Metrics
(MQ4)

The MQ4 aims to identify the evaluation frameworks
used to assess CCF models in the selected studies.

It specifically focuses on the evaluation methods em-
ployed to develop CCF models and the performance
indicators used to measure their predictive capabili-
ties. The review identified 38 different performance
criteria. Table 5 lists the nine performance indicators
that were used more than ten times to evaluate the pre-
dictive capabilities of the ML techniques applied in
the selected studies.

The most frequently used performance criterion
was Sensitivity, appearing in 115 instances. Preci-
sion and Accuracy were used 95 and 89 times, respec-
tively. The F1-score and ROC AUC were also com-
monly adopted, appearing 79 and 69 times, respec-
tively. One of the selected studies utilized ten per-
formance indicators to assess the proposed models.
Notably, 121 out of the 131 selected papers employed
more than one performance criterion to evaluate their
models.

Regarding the validation techniques used in build-
ing the ML models, Table 6 lists the different vali-
dation approaches investigated in the literature along
with their frequency of use. A total of four validation
approaches were identified. The Holdout validation
technique was the most frequently used, appearing in
61 research papers. It was followed by the K-fold
cross-validation technique, employed in 42 papers.
Among these, 10-fold cross-validation was the most
common, appearing in 21 papers, followed by 5-fold
cross-validation. Notably, four papers did not spec-
ify the number of folds used. The stratified K-fold
and cross-validation techniques were each adopted in
six papers. It is also worth noting that some papers
did not provide details about the validation technique
used to develop their models.

3.6 Handling Balancing Problem (MQ5)

This MQ aims to explore how the issue of imbalanced
datasets is addressed in the selected studies. Imbal-
anced datasets, where the number of fraudulent trans-
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Table 4: Datasets used in the selected studies.

Dataset Number
Credit Card Fraud Detection Dataset 85

Default of Credit Card Clients Dataset 7
Vesta IEEE-CIS 5

Financial company in China 5
BankSim 4

Generated Dataset 4
Dataset emerges from Kaggle 4

cc Fraud dataset 4
UCSD-FICO dataset 4

Table 5: Performance indicators used in the selected stud-
ies.

Performance Criterion Number
Sensitivity 115
Precision 95
Accuracy 89
F1-score 79
AUC 69
Specificity 41
MCC 17
AUC-PR 15
False Positive Rate 15

Table 6: Validation techniques used in the selected studies.

Validation techniques K Number

Stratified 5 fold 3
10 fold 3

K-cross validation

K-fold 4
2 fold 1
3 fold 1
4 fold 1
5 fold 13
10 fold 21
15 fold 1

Holdout 61
Cross validation 6

actions is significantly lower than that of legitimate
transactions, pose challenges in training ML models
effectively. Table 7 lists the balancing techniques that
were used more than three times to handle class im-
balance in the selected papers. A total of 32 tech-
niques were identified.

The most widely adopted technique was SMOTE
(Synthetic Minority Over-sampling Technique),
which was used in 24% of the selected papers (31
out of 131). Following SMOTE, Random Under
Sampling, Under Sampling, and Over Sampling
techniques were utilized in 12, 11, and 10 papers,
respectively. It is worth noting that four papers

Table 7: Imbalanced techniques used in the selected studies.

Technique Number
SMOTE 31

Random Under sampling 12
Under Sampling 11
Over Sampling 10

SMOTE-Edited Nearest Neighbors 7
Random Oversampling 5

SMOTE-Tomek 4
Addressed 4

Borderline SMOTE 3
Near Miss 3

Table 8: Feature Engineering aspects investigated in the se-
lected studies.

Aspect Number
Extraction 16

Feature Importance 4
Feature selection 41

Feature Construction 1

addressed the class imbalance problem without
explicitly specifying the technique used (Bakhtiari
et al., 2023), (Sadgali et al., 2021; Rakhshaninejad
et al., 2022; Trisanto, 2021).

3.7 Feature Engineering: Steps
Investigated, and Techniques Used
(MQ6)

This MQ aims to explore the feature engineering ap-
proaches investigated by researchers in the selected
studies and to identify the techniques employed at
each step. Out of the 131 selected papers, 44 con-
sidered feature engineering as a crucial preprocessing
step. Four key aspects of feature engineering were ex-
amined: feature construction, extraction, importance,
and selection.

Among these aspects, feature selection was the
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Table 9: Feature Extraction, Construction and Importance techniques used in the selected studies.

Extraction Construction Importance
PCA 10 Feature Construction 1 XGBoost 2
Auto Encoder 4 LightGBM 1
Convolutional Neural Network 1 Shapley addictive explanations 1
Linear Discriminant Analysis 1

Table 10: Feature Selection Techniques investigated in the selected studies.

Filter Techniques Wrapper Techniques
Correlation 10 Genetic Algorithm 2
Information Gain 5 Recursive Feature Elimination 2
Random Forest 3 Stepwise 2
Chi2 1 Rock Hyrax Swarm Optimization 1
Correlation based Feature Selection 1 SVM Recursive Elimination 1
Decision Tree 1 Quantum Algorithm Feature Selection by Q-SVM 1
Degree Centrality 1
Distance based Feature Selection 1
Entropy 1
Extra Tree Ensemble 1
Gain Ration 1
LASSO 1
Mutual Information 1
ReliefF 1
Factorial Analysis of Mixed Data 1
Rough set 1
standardized murals with ANOVA F-values 1

Table 11: Hyperparameters Optimization techniques used
in the selected studies.

Optimization technique Number
Grid Search 27

Adam 9
Given 7

Bayesian 4
Genetic Algorithm 3

Particle Swarm Optimization 3
Randomized Search CV 2

Default Parameters 2
Differential Evolution Algorithm 2

Firefly Algorithm 2

most extensively studied, appearing in 41 experi-
ments. Feature extraction was explored in 16 experi-
ments, as detailed in Table 8.

Four feature extraction techniques were identi-
fied, as listed in Table 9. The most commonly used
technique was Principal Component Analysis (PCA),
which appeared in 10 instances. This was followed
by the Auto Encoder technique, used four times. Re-
garding feature construction, only one study specif-
ically focused on this aspect, utilizing both domain
knowledge and statistical methods to create new fea-

Table 12: ML tools used in the selected papers.

Tool Number
Python 71
Weka 11

MATLAB 4
Java 4

R 3
LibSVM 1
Orange 1

RapidMiner 1
SAS E-miner 1

tures (Wu et al., 2019). For feature importance, three
techniques were employed: XGBoost was used twice,
while LightGBM and the Shapley Additive Explana-
tions (SHAP) model were each used once.

Regarding feature selection techniques, as de-
tailed in Table 10, this review identified two main cat-
egories: filter and wrapper techniques. Among the fil-
ter techniques, 17 different methods were used across
the experiments in the selected papers. The most fre-
quently employed filter technique was the correlation
coefficient, such as Pearson correlation, which was
used in 10 experiments. Information Gain and Ran-
dom Forest were utilized in 5 and 3 experiments, re-
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spectively, while the remaining 14 techniques were
each explored once.

For wrapper techniques, six methods were identi-
fied in the selected studies. The Genetic Algorithm,
Recursive Feature Elimination, and Stepwise tech-
niques were each explored twice, while the other three
techniques were used once.

3.8 Hyperparameters Optimization
Techniques (MQ7)

Hyperparameter optimization is crucial for enhanc-
ing the performance and generalization ability of ML
models. This question aims to identify the hyperpa-
rameter optimization techniques employed in the se-
lected studies.

In this review, 20 different optimization tech-
niques were identified, used to fine-tune the hyperpa-
rameters of ML models. These techniques are listed
in Table 11. Notably, Grid Search was the most fre-
quently adopted optimization method, appearing in
27 research papers. The Adam optimizer was ex-
plored in 9 papers. Additionally, seven papers explic-
itly listed the parameter values of their employed ML
techniques, while two papers used the default param-
eters provided by the tools used.

It is important to highlight that only 57 out of the
131 selected papers considered the hyperparameter
optimization step. Moreover, seven studies employed
multiple optimization techniques (Zhu et al., 2020; Li
et al., 2021b; Tayebi and El, 2022; Li et al., 2021a;
Yara et al., 2020; Grossi et al., 2022; Sharma et al.,
2021). The study with the most comprehensive explo-
ration of optimization techniques investigated seven
different methods (Tayebi and El, 2022).

3.9 ML Tools (MQ8)

This question aims to identify the tools used to
build decision support systems for detecting fraudu-
lent credit card transactions. Table 12 provides a list
of the nine identified tools.

The Python programming language was the most
widely used, appearing in 71 papers. The Weka tool
was utilized in 11 papers, while MATLAB and Java
were each employed in four papers. Additionally,
four tools were used in only one paper each.

The identified tools can be categorized into two
groups: those with a user interface, such as Rapid-
Miner, Orange, SAS E-miner, and Weka, and those
that provide a programming environment, such as
MATLAB, Java, R, Python, and the Weka API.

4 CONCLUSIONS AND FUTURE
WORK

This paper presents a systematic mapping study that
structures the body of knowledge on the use of ML
techniques in developing decision support systems
for detecting fraudulent credit card transactions. The
study reviewed papers published in journal venues in-
dexed in the Scopus database between 2018 and 2023.
After applying the study selection process, including
specific inclusion and exclusion criteria, 131 papers
were selected to address eight mapping questions.
The main findings related to each mapping question,
as outlined in Table 1, are summarized below:

• The selected papers were published across 86 dif-
ferent journal venues.

• Both single ML approaches and ensemble ap-
proaches were investigated, with single ML ap-
proaches being the most prevalent.

• A total of 29 different datasets were utilized to
build credit card fraud detection systems.

• Various performance indicators were used to eval-
uate the predictive capabilities of the models, with
the Holdout validation technique being the most
frequently employed.

• A total of 32 balancing techniques were identi-
fied, with SMOTE being the most commonly used
method.

• Feature extraction, construction, and selection
steps were explored in the selected studies.

• Only 27 studies optimized the hyperparameter
settings of the ML techniques used.

• Nine tools were identified for building credit card
fraud detection systems in the selected studies.

Future research directions could include exploring
the construction and effectiveness of ensemble tech-
niques in credit card fraud detection systems. An-
other promising area of investigation is identifying the
most effective ML models for distinguishing between
fraudulent and legitimate transactions, which could be
systematically explored through a comprehensive lit-
erature review.
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Abstract: Handling nested data collections in large-scale distributed data structures poses considerable challenges in 
query processing, often resulting in substantial costs and error susceptibility. These challenges are exacerbated 
in scenarios involving skewed, nested data with irregular inner data collections. Processing such data demands 
costly operations, leading to extensive data duplication and imposing challenges in ensuring balanced 
distribution across partitions—consequently impeding performance and scalability. This work introduces an 
index bucketing framework that amalgamates upfront computations with data manipulation techniques, 
specifically focusing on flattening procedures. The framework resembles principles from the bucket spreading 
strategy, a parallel hash join method that aims to mitigate adverse implications of data duplication and 
information loss, while effectively addressing both skewed and irregularly nested structures. The efficacy of 
the proposed framework is assessed through evaluations conducted on prominent question-answering datasets 
such as QuAC and NewsQA, comparing its performance against the Pandas Python API and recursive, 
iterative flattening implementations. 

1 INTRODUCTION 

The widespread rise in big data analytics has spurred 
interest in query processing systems that allow for 
performing complex analytical tasks over distributed 
data structures of arbitrary data types—including 
nested data collections. Implementations of 
languages integrated with query systems are 
evidenced in large-scale distributed data processing 
platforms (Apache Flink. http://flink.apache.org/; 
Apache Spark, http://spark.apache.org/; Pandas 
Python, https://pandas.pydata.org/). Despite their 
vaunted support of nested data, these systems provide 
no direct processing for nested data manipulation 
over different distributed collections, whose values 
may themselves be collections.  

To stave off this penalty, declarative querying 
APIs have been employed for integrating data query 
languages with host programming languages’ data 
processing features using higher-order operations—
i.e., Google’s F1 query (Samwel et al., 2018). 

Apart from their intricate and computational 
challenges, unnesting and manipulating data 
collections inherently entail the generation of large 
amounts of duplicated data and redundant 
computations that significantly degrade the run-time 

performance of these techniques. These challenges are 
exacerbated for skewed nested data with irregular inner 
data collections – where loading unnecessarily large 
amounts of data to enforce balancing across partitions 
can lead to performance deficiency and error 
susceptibility (Diestelkämper et al., 2021; Smith, 
2021).  

To illustrate these challenges, consider the 
reading comprehension question-answering dataset. 
The dataset consists of questions where the answer to 
every question is a segment of text, or span, from the 
corresponding reading passage, or the question might 
be unanswerable with an indeterminant plausible 
answer (Fig. 1). 

The dataset articulates a schema that can be 
structured within the following relational database 
tables: Sources (src), Questions (qst), Answers (ans), 
and Plausible Answers (pls). For the sake of clarity 
and brevity, the number of records within a table is 
denoted as n. Table 1 comprises source records 
featuring id and context fields. The id field 
encompasses incremental integers (INC), i = 1, …, n, 
while context (ctx) stores textual excerpts (STR), 
extracted from source document paragraphs. Table 2 
incorporates id, text (txt), and i fields. The id field 
embodies incremental integers (INC), j = 1, …, n, 
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Figure 1: Question-answering dataset structure of 
answerable and unanswerable plausible answers. 

housing textual representations (STR) of questions. 
The i field functions as a foreign key (FK) referencing 
records in Table 1. Table 3 encompasses the id, 
answer start (srt), answer end, and j fields. The id 
field spans incremental integers (INC), k = 1, …, n, 
while start (srt) and end signify the index positions of 
answers within the context of the related resource 
dataset. The j field acts as a foreign key (FK) referring 
to records in Table 2. Table 4 accommodates 
plausible yet indeterminate answers to questions, 
acknowledging instances, where a definitive answer 
might be unattainable. Table 4 augments the dataset 
by mirroring fields akin to those in Table 3, with 
incremental integers (INC), l = 1, …, n, representing 
its incremental id. The j field acts as a foreign key 
(FK) referring to records in Table 2.  

Table 1: Sources (src).   Table 2: Questions (qst). 
id (i) Context (ctx) 
INC STR 

 

id (j) text (txt) i
INC STR FK

 

Table 3: Answers (ans).  Table 4: Plausible Answers  
        (pls). 

 id (k) start (srt) end j  id (l) Start (srt) end j
 INC INT INT FK  INC INT INT FK

These interconnected tables establish a nested 
relationship structure, delineating diverse data 
distribution patterns, while exemplifying irregular 
schema through the inclusion of Table 4. To further 
visualize the nested data structure portrayed by the 
relational Tables 1, 2, 3, and 4, consider the tree 
representations in Fig. 2 of an irregular nested 
structure with a given source (src), i of a context (ctx), 
and j questions (qst). A given question (qst), j of a text 
(txt) may have k answers (ans) or l plausible answers 
(pls) or both, where each answer (ans), k or plausible 
answer (pls), l has a start (srt) and end.  

 
Figure 2: Irregular question answering nested structure. 

With the tree-based representations, it becomes 
evident that sources might lack associated questions, 
and questions might encompass answers, plausible 
answers, both, or neither. This variability extends to 
the varying counts of answers and plausible answers 
within each question, along with fluctuations in the 
number of questions within each source. Such 
variability typifies an irregular nested structure 
marked by skewed data distribution. Next, we present 
the challenges associated with manipulating and 
information extraction of these nested data structures. 

2 CHALLENGES 

2.1 Duplication Explosion 

Duplication explosion is a phenomenon characterized 
by an overwhelming proliferation of duplicated data 
during the flattening process. As the term implies, this 
explosion also known as a data avalanche or data 
storm results in an excessive replication of data, aka 
N + 1 query problems or avalanches (Grust et al., 
2010). This often leads to severe memory utilization 
issues and potential system failures, especially when 
handling extensive datasets. Current flattening 
solutions, primarily relying on recursion, fail to 
mitigate the adverse effects of this rampant data 
duplication. 

2.2 Skewed Distribution 

Another hurdle to overcome in nested data collections 
is unbalanced distributions of information. When 
flattening such data, ensuring that each flattened 

Context: {" The Normans (Norman: Nourmands; French: 
Normands; Latin: Normanni) were the people who in 
the 10th and 11th centuries gave their name to 
Normandy, a region in France. They were descended 
from Norse ("Norman" comes from "Norseman") 
raiders and pirates from Denmark, Iceland and 
Norway who, under their leader Rollo, agreed to 
swear fealty to King Charles III of West Francia." 
} 
Answerable question: {"question": "In what country is 
Normandy located?", "id": 
"56ddde6b9a695914005b9628", "answers": [ {"text": 
"France", "answer_start": 159 } ], 
"is_impossible": false 
}  
Unanswerable question: {"plausible_answers": [ { "text": 
"Normans", "answer_start": 4 }c ], "question": 
"Who gave their name to Normandy in the 1000's and 
1100's", "id": "5ad39d53604f3c001a3fe8d1", 
"answers": [], "is_impossible": true  
} 
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instance contains all requisite keys introduces a 
problem akin to duplication explosion. However, in 
this case, missing keys necessitate filling with null 
values, requiring comprehensive parsing of the 
dataset to gather all keys. The challenge lies in 
distributing these missing keys throughout the 
flattened data. Strategies may involve parsing before 
flattening, allowing simultaneous filling, or 
conducting a secondary traversal after flattening, 
although the former, while superior, present 
implementation complexities (Smith et al., 2020). 

2.3 Irregular Schema 

Here, disparate data collections within the dataset 
may contain entirely different keys at the same 
nesting level, significantly complicating parsing and 
filling algorithms. Akin to skewed distribution, 
solving irregular schema involves filling in missing 
keys throughout the dataset. However, it presents an 
even more intricate challenge, where the endeavor to 
enforce balance across partitions escalates runtime 
inefficiencies and scalability limitations, 
exacerbating disk spillage and load imbalance issues 
(Smith et al., 2021). 

2.4 Information Loss 

The final challenge, information loss, poses some 
concern, describing the repercussions of processing 
nested data structures. The flattened data loses crucial 
information required for reconstructing the original 
nested form. Without incorporating metadata into the 
flattened dataset, reconstructing the initial 
hierarchical structure becomes unfeasible 
(Diestelkämper, 2021). Reverting to the original data 
necessitates reloading the data file or maintaining a 
copy of the original data, which could be time-
consuming and can proliferate memory utilization 
problems, especially with large datasets. 

To address these challenges, we propose a novel 
framework, which we refer to as index bucketing. The 
basis of our framework resembles principles from the 
bucket spreading strategy, a parallel hash join method 
that allows for handling irregular data distribution for 
relational database systems by utilizing bucketing 
mechanisms. The strategy aims to evenly distribute 
the load among processes, always fully exploiting 
(Kitsuregawa & Ogawa, 1990). Index bucketing 
draws on applying these principles to a tree-based 
nesting by mapping the data indexes corresponding to 
their respective hierarchical structure within the 
original data. 

3 FRAMEWORK 

This section delineates a concise implementation of 
the index bucketing framework provided by the 
following algorithmic classes (Algorithms 1, 2, 3, 4, 
5, 6). The framework is designed to address the 
aforementioned challenges, accentuating the 
framework's prowess in surmounting the diverse 
challenges encountered in nested data structure 
manipulation. 

3.1 Base Node – Algorithm 1 

As a foundational base class, the NODE class serves as 
the common blueprint inherited by the LEAF, 
BRANCH, and ROOT classes within the index 
bucketing framework. The NODE class lays out the 
essential structural elements shared across all 
inheriting classes: 
• NODE – This is the shared base constructor for all 

inheriting node classes and is responsible for 
setting the shared node attributes – kdx, value, 
level, and parent. The kdx attribute is a key or 
index value used for gathering index and key 
paths. The value attribute contains a collection of 
child NODE types or serves as a BASE value type 
for leaves. The level attribute is used to determine 
the depth of the node within the tree. The parent 
attribute is used to establish a link to the node’s 
parent node. 

• IBUCKET – By collecting a set of index paths, each 
aligning with the maximum depth of the nested 
data tree, this method is responsible for gathering 
the index bucket. 

Algorithm 1: Node Class. 

 
This standardized class structure established by 

the NODE class ensures coherence and consistency in 
defining and organizing nodes across the index 
bucketing framework. 

3.2 Leaf Node – Algorithm 2 

Within the framework, the LEAF class, along with its 
inheriting classes – INDEXEDLEAF and KEYEDLEAF – 
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fulfill the role of nodes encapsulating the terminus of 
nested data structures. These classes define essential 
functionalities pivotal to handling leaf nodes within 
the index bucketing framework: 
• LEAF – Rather than directly receiving the level 

parameter argument, the LEAF constructor derives 
its level value from the parent node, ensuring 
hierarchical consistency within the tree structure. 

• IBUCKET – This method accepts the maximum 
depth value of the tree as a parameter argument. It 
validates whether the depth value matches its 
level, subsequently returning its index path 
enclosed in an index bucket set object if true; 
otherwise, an empty index bucket set object is 
returned. Employing a bottom-to-top algorithm, 
this method is invoked by non-leaf nodes to 
update and collate their child leaf node value 
fields into a set collection. 

• FLATTEN – Disregarding the index path parameter 
argument, ipath, when invoked by the leaf nodes 
corresponding parent, this method returns a new 
mapping of the leaf node’s key path and value, 
adhering to a top-to-bottom calling sequence and 
resulting in a bottom-to-top return sequence. 

• IPATH & KPATH – Defined in the INDEXEDLEAF 
and KEYEDLEAF classes which serve to 
differentiate leaves based on their indexing 
nature: indexed with integers or keyed with 
strings during tree initialization, these class 
methods manage bottom-to-top index paths or key 
paths by integrating the leaf node’s kdx field along 
with its parent’s index or key path, respectively. 
In cases where index paths are gathered, the leaf 
node converts arrays of index values into tuples of 
the same size. 

Algorithm 2: Leaf Classes. 

 
By segregating leaves between indexed and keyed 

types during tree initialization, the classes circumvent 
the need for conditional evaluations. This strategic 
segregation bolsters performance and scalability, 
especially in managing larger datasets. 

3.3 Branch Node – Algorithm 3 

The BRANCH class integrates into various specialized 
nodes, including I2B, KIB, IKB, and K2B which are 
defined by inheriting combinations of INDEXED and 
KEYED classes with INDEXINGBRANCH and 
KEYINGBRANCH classes. 

• INDEXED – The INDEXED class encapsulates nodes 
indexed with integers, defining the IPATH method 
to append the current node’s index value to the 
parent’s index path. 

• KEYED – The KEYED class represents nodes keyed 
with strings, providing the KPATH method to 
append the node’s key value to the parent’s key 
path. 

• INDEXINGBRANCH – The INDEXINGBRANCH class 
inherits from BRANCH, designed for indexed 
branches. Its constructor sets attributes based on 
the provided values and parent node, and the 
FLATTEN method retrieves the corresponding child 
node based on the index path. 

• KEYINGBRANCH – The KEYINGBRANCH class, 
also extending BRANCH, targets keyed branches. 
Its constructor initializes attributes, and the 
FLATTEN method iterates through child nodes, 
updating a map with their flattened results. 

• I2B – The I2B class combines INDEXED and 
INDEXINGBRANCH functionalities. 

• KIB – The KIB class combines KEYED and 
INDEXINGBRANCH functionalities. 

• IKB – The IKB class combines INDEXED and 
KEYINGBRANCH functionalities. 

• K2B – The K2B class combines KEYED and 
KEYINGBRANCH functionalities. 

Algorithm 3: Branch Classes. 
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These specialized branch classes cater to different 
scenarios, providing distinct methods for handling 
various types of nested data collections. Each class 
offers unique functionalities for efficient execution, 
minimizing conditional evaluations during execution. 

3.4 Root Node – Algorithm 4 

The Root class, and its inheriting classes, mark the 
starting point of top-to-bottom processes and the 
conclusion of bottom-to-top processes within the 
index bucketing framework. 
• ROOT – Inheriting from the Node class, the base 

Root class undergoes constructor modification, 
accepting solely value and level parameters. Root 
nodes lack kdx or parent attributes. Consequently, 
both the IPATH and KPATH methods return new 
empty arrays. Notably, the FLATTEN method’s 
signature undergoes modification, now accepting 
the index bucket, ibucket, and flat template as 
parameters, and returning an array of flat 
mappings rather than a single mapping as seen in 
prior class definitions. 

• INDEXINGROOT – This class inherits the base 
ROOT class, but its constructor configures the root 
node’s level to 0 during instantiation, aligning its 
child node calling behavior with that of 
INDEXINGBRANCH nodes. Its FLATTEN method 
iterates over the index bucket, IBUCKET, 
dispatching each index path to the appropriate 
child nodes for further processing. An array of flat 
mappings, each of which is applied to a copy of 
the flat template, is gathered from the child nodes 
and is returned. 

• KEYINGROOT – Also inheriting from the base 
ROOT class, the KEYINGROOT class sets its level 
to -1 within the constructor since its child-calling 
behavior does not utilize the indexes from the 
index bucket. Its FLATTEN method operates by 
passing index paths, IPATH, from the index bucket, 
IBUCKET, to its child nodes for further processing. 
Likewise, an array of flat mappings, each of which 
is applied to a copy of the flat template, is 
gathered from the child nodes and is returned. 

 
By distinguishing between KEYINGROOT and 

INDEXINGROOT nodes, the tree’s root node ensures 
that subsequent level attributes are set appropriately 
during initialization and the index bucket is 
distributed accordingly during execution. 
 
 
 

Algorithm 4: Root Classes. 

 

3.5 Tree Structure – Algorithm 5 

The Tree class serves as the foundational structure to 
organize the nested dataset for the execution of the 
index bucketing algorithm. In the constructor, the 
initialization commences by setting the depth field to 
0 and creating an empty set object for the key bucket, 
kbucket. These fields are then used to analyze the data 
parameter’s nested structure while the tree itself is 
constructed and stored within the tree field which acts 
as a reference to the root node. Next, the algorithm 
gathers the index bucket, ibucket. Additionally, it 
constructs the template by iterating through the key 
bucket, compiling all key paths into a mapping with 
initial null values for each key path. This flat template 
formation streamlines the subsequent data 
organization process. 
• FLATTEN – To facilitate the flattening process, the 

Tree class defines its own FLATTEN method. This 
method initiates the root node’s FLATTEN method, 
passing along the index bucket and flat template. 

• LEAF – The LEAF method initializes and returns the 
relevant LEAF class node. Additionally, the LEAF 
method identifies the maximum depth of the tree 
and aggregates key paths into the key bucket. 

• BRANCH – The BRANCH method initializes and 
returns the relevant BRANCH class node. If the 
collection passed as data is empty, then the 
BRANCH method delegates the parameter 
arguments to the LEAF method with null passed for 
the data parameter’s argument. Otherwise, 
respective to the nested data types, the BRANCH 
method directs nested information to either another 
BRANCH method call or a LEAF method call. 
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• ROOT – The ROOT method initializes and returns 
the relevant ROOT class node. The ROOT method 
returns null when the data parameter is an empty 
collection, indicating that no data is present. 
Otherwise, respective to the nested data types, the 
ROOT method directs nested information to either 
BRANCH method call or a LEAF method call. 

Algorithm 5: Tree Class. 

 

3.6 Generator Alternative – Algorithm 
6 

To allow for the implementation flexibility of the 
index bucketing algorithm, ROOT and TREE class 
definitions are modified to transform the framework 
into a generator capable of delivering flattened data 
incrementally rather than in a single instance.  

Instead of the ROOT node managing the index 
bucket within its FLATTEN method, this responsibility 
is shifted to the TREE class’s FLATTEN method. 
Introducing a count field, initialized at 0, enables the  
 

Algorithm 6: Generator Implementation. 

 

tracking of index bucket progress. When the count 
reaches the end of the index bucket, it is reset to 0, 
and null is returned to signal completion. This 
generator-style implementation offers a controllable 
method to alleviate the adverse effects of duplication 
explosion which can otherwise overload memory 
usage. The adaptability of index bucketing as an 
algorithm allows for diverse implementations, 
offering various advantages to address challenges that 
stem from other recursion-intensive approaches. 

4 EVALUATION 

To assess the efficacy of the index bucketing 
algorithm, we evaluate the performance 
measurements across two prominent question-
answering datasets: QuAC (QuAC, Question 
Answering in Context. https://quac.ai/) and NewsQA 
(NewsQA: A Machine Comprehension Dataset. 
https://www.microsoft.com/en-us/research/publicati 
on/newsqa-machine-comprehension-dataset/). These 
datasets vary in file size: 74 MB and 151 MB 
respectively. Both datasets come with a myriad of 
restructuring challenges described below. 
• QuAC dataset requires that the background 

attribute be prepended to each paragraph’s 
context attribute, and data with 
“CANNOTANSWER” questions and questions 
without answers need to be filtered out (Fig. 3).  
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Figure 3: QuAC question answering dataset structure. 

• NewsQA dataset requires data extraction from 
start and end attributes, into a new answer 
attribute containing the indicated substring found 
in the text context, and data with 
“isQuestionBad” questions ne ed to be filtered 
out (Fig. 4). 

 
Figure 4: NewsQA question answering dataset structure. 

The index bucketing algorithm was juxtaposed 
against two alternative flattening implementations: 
one leveraging the Pandas Python API and another 
employing a basic solution that combines recursive 
and iterative techniques. Summarized in 0, Pandas 
Python is used as a benchmark for comparison, as it 
offers a competitive set of methods to flatten nested 
data collections, such as filling missing values, 

normalizing dictionaries into new columns, and 
exploding lists into new records. The basic 
implementation, on the other hand, serves to 
demonstrate the worst-case effects of each challenge. 
Evaluations span various subsets of each dataset 
incrementally from a Fibonacci-based sequence in the 
range of 0.1% to 100% to gauge scalability. Each 
subset underwent evaluations of the observed total 
time of initialization and execution runtimes. The 
average runtimes across the evaluations were 
recorded to ensure more robust assessments. 

 

Figure 5: Pandas Python implementation & basic execution 
pipelines.  

The ensuing graphs are organized by 
implementation and dataset, plotting subset size, 
measured in bytes, against runtime, measured in 
seconds. These evaluations were conducted on an 
Intel Core i7-8750H CPU, 32 GB RAM PC, clocking 
in at a base frequency of 2.20 GHz, and capable of 
reaching a maximum turbo frequency of 4.10 GHz. A 
stringent maximum time limit of thirty minutes was 
set to avoid prolonged executions, triggering a 
timeout exception if exceeded. Notably, the basic 
algorithm showcases an exponential growth pattern in 
total runtimes, vividly illustrating the cost escalations 
attributed to challenges that the index bucketing 
algorithm aims to address. Compared to Pandas 
Python implementation, our index bucketing 
framework shows a 24.7% faster total runtime with 
the QuAC dataset evaluations (0). With the NewsQA 
larger dataset, the Pandas Python encounters failures, 
which we suspect are attributed to duplicated data 
instances within the original dataset. While Pandas 
Python offers potential solutions to address these 
errors, implementing such remedies remains 
nontrivial to the best of our knowledge. 

By preserving the original dataset structure, index 
bucketing eliminates the need for dataset 
reacquisition during subsequent executions. For 
instance, considering a scenario where the flattening 
process is repeated 100 times for each 
implementation, the index bucketing showcases 
substantial performance superiority. Although 
multiple iterations of flattening might not align with 
typical real-world scenarios, this comparison  

{"text": "Miami ... contributed to this report.", 

"type": "train", 
 "questions": [{ 
 "isQuestionBad": 0.0, 
 "consensus": { 
 "s": 15, 
 "e": 32 
 }, 
 "validatedAnswers": [{ 
 "count": 2, 
 "s": 15, 
 "e": 32 
 }], 
 "answers": [{ 
 "sourcerAnswers": [{ 
 "s": 15, 
 "e": 32 
 }] 
 }], 
 "q": "Who reportedly suffers a seizure?", 
 "isAnswerAbsent": 0.0 
 }], 
 "storyId": 
"./cnn/stories/6ebb8ab29b94430fa68f0e256c7703d9a41
f8bff.story"}… 

{"text": "Miami ... contributed to this report.", 
 "type": "train", 
 "questions": [{ 
 "isQuestionBad": 0.0, 
 "consensus": { 
 "s": 15, 
 "e": 32 
 }, 
 "validatedAnswers": [{ 
 "count": 2, 
 "s": 15, 
 "e": 32 
 }], 
 "answers": [{ 
 "sourcerAnswers": [{ 
 "s": 15, 
 "e": 32 
 }] 
 }], 
 "q": "Who reportedly suffers a seizure?", 
 "isAnswerAbsent": 0.0 
 }], 
 "storyId": 
"./cnn/stories/6ebb8ab29b94430fa68f0e256c7703d9a41
f8bff.story"}… 
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Figure 6: Total runtime evaluation. 

demonstrates the index bucketing’s efficiency in 
executing additional feature implementations beyond 
flattening. Tasks like conditional filtering or attribute 
selection can be executed notably more efficiently 
with index bucketing compared to other 
implementations. The performance results exemplify 
the enduring advantages of the index bucketing 
approach in handling repetitive operations and 
processing complex tasks. 

5 RELATED WORK 

We have discussed nearly related work on employing 
declarative querying APIs for integrating data query 
languages with host programming languages’ data 
processing. Transforming nested queries into 
efficient forms using set-oriented operators has been 
investigated for decades in different contexts 
(Agrawal, 1988; Suciu, 1996). Work presented by 
(Ulrich, 2019) offers a review of query flattening and 
descriptions of query flattening in database theory. 
Obtaining flat outputs in the presence of collection 
queries was extended to multiset collections via 
normalization and conservative algorithms (Fegaras 
& Maier, 2000; Van den Bussche, 2001). Several 
applications of nested data models build on this 
calculus (Fegaras & Noor, 2018; Ricciotti & Cheney, 
2021).  

Another closely related work proposes a 
framework that translates nested collection queries 
into a semantically equivalent sequence of queries, 
where outputs may then be nested and efficiently 
evaluated (Smith et al., 2021). The framework 
flattens nested queries by utilizing a series of 

preprocessing and post-processing algorithms 
referred to as query shredding and query stitching. 
This has exhibited effectiveness in addressing 
information loss, duplication explosion, and irregular 
schema within the confines of traditional relational 
database environments. 

For resiliency against skewed distribution in 
query processing, (Rödiger et al., 2016)introduce a 
distributed join algorithm that detects skewness for 
relational data by using small approximate 
histograms and adapting the redistribution scheme to 
resolve load imbalances. Nonetheless, alleviating 
performance inefficiencies of flattening nested 
collections with skew problems remains an open 
question in the context of query processing (Smith et 
al., 2020). Our framework addresses the 
aforementioned challenges which also arise when 
manipulating these large nested data structures, and 
has shown the potential to extend its scope to the 
realm of query processing. 

6 CONCLUSIONS 

We introduce a novel framework, index bucketing, 
that aims to address the irregular schema, skewed 
distribution, information loss, and duplication 
explosion challenges in the manipulation of nested 
data structures. Our contributions can be summarized 
as the following. Employing proactive processes, 
computational overheads that impede performance 
are effectively offloaded during initialization, hence 
enabling a controllable solution for data duplication 
(Challenge A). Addressing skewed data distribution 
(Challenge B) before manipulating the nested 
structure. This is achieved by aggregating index paths 
into an index bucket, a mechanism facilitating 
efficient indexed-hashing access for nested data and 
ultimately producing flattened records. Addressing 
irregular schema (Challenge C) in the initialization 
process that includes constructing a flat template—a 
critical step ensuring every flattened record 
encompasses all absent keys filled with null values. 
The architecture of index bucketing, rooted in a 
platform-independent, tree-based algorithmic 
structure, aligns seamlessly with the original nested 
data, preserving its inherent structure and 
circumventing potential information loss (Challenge 
D). The work explores an intuitive framework for 
mitigating these challenges assessed on prominent 
question-answering datasets such as NewsQA and 
QuAC. Performance is compared against a 
competitive Pandas Python API implementation and 
a basic recursive, iterative implementation. Index 
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bucketing compares favorably against these 
alternatives, exemplifying the enduring advantages of 
the ability of the framework algorithm to handle 
repetitive operations and process complex nested data 
structures. Comparing the performance of index 
bucketing against larger datasets is a limitation of this 
study. More insights can be gleaned from further 
evaluations expanding to other datasets and 
implementations. Future work will, in part, explore 
the implications of index bucketing to handle 
repetitive operations and process complex nested data 
structures. 
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Abstract: In response to the pressing global challenge of climate change, the emphasis on sustainable energy techno-
logies has escalated, spotlighting the critical role of heat pump systems as eco-friendly alternatives for heating 
and cooling. These systems stand at the forefront of efforts to reduce greenhouse gas emissions and improve 
energy efficiency. The advent of Internet of Things (IoT) technology has unlocked the potential for 
comprehensive data collection on the operational intricacies of heat pump systems in real-world settings, 
offering precious insights into their performance and guiding technological advancements. This paper 
introduces an analytical approach to optimize air-to-water heat pump systems using time series data from 
Bosch Home Comfort Group's systems. Utilizing Fayyad's data-driven analysis model and the Random Forest 
algorithm, the study tackles system behavior complexities. Characterized by interpretability crucial for 
application, it achieves a 97.6% fault detection accuracy.  The method encounters difficulties in accurately 
predicting compressor control faults due to limited data quality and a lack of comprehensive system 
information. The findings highlight IoT's potential to enhance system efficiency and availability, but also 
point to the limitations of relying solely on data-driven models for fault prediction in field systems. 

1 INTRODUCTION 

In 2021, German households consumed about 670 
terawatt-hours of energy, mainly for space heating, as 
per the Federal Environment Agency (Icha and Lauf, 
2022). Heat pumps are crucial in this regard, known 
for their efficiency and ability to reduce utility costs 
and emissions by leveraging renewable energy 
(Chiang, 2001). However, realizing their full poten-
tial requires understanding their entire lifecycle, from 
production to user operation. Key stages of this life-
cycle encompass product development, manufac-
turing, storage, transport, installation, operation, and 
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maintenance. These stages primarily generate signif-
icant data during the development and operational 
phases (Wiedemann and Schnell, 2006). 

The Internet of Things (IoT) has upgraded data 
collection, allowing for the extensive networking of 
devices and sensors with the data stored in the cloud 
(Zhang et al., 2010). Analyzing these data aims to 
optimize heating systems. The potential incorporation 
of suppliers and service providers into this analysis 
enhances system lifecycle understanding, supporting 
early fault detection and refining system requirements 
for future models (Wiedemann and Schnell, 2006). 

Fault detection methods in  systems  are  crucial  for 
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improving efficiency, availability, and customer 
satisfaction (Chiang, 2001). These methods include 
model-based, data-based, and hybrid approaches 
(Zhang and Jiang, 2008). Model-based methods simu-
late and diagnose the system behavior with 
mathematical precision, but demand thorough 
understanding and are complex (Venkatasubramanian 
et al., 2003). Data-based strategies, leveraging machine 
learning on historical data, suit complex systems, but 
need high data quality and substantial resources (Chen, 
1999). Hybrid approaches combine the strengths of 
models and data to efficiently detect faults, providing 
a balanced solution for fault diagnosis in challenging 
systems (Yang and Rizzoni, 2016). Data-driven 
methodologies employ structured models for 
Knowledge Discovery in Databases (KDD), including 
the Fayyad KDD framework (Fayyad et al., 1996). 

As depicted in Figure 1, this model contains cru-
cial steps for knowledge extraction from databases, 
starting with the selection of relevant data, followed 
by its cleaning and formatting in the preprocessing 
phase. Then, the data are transformed into a format 
appropriate for mining, after which mining is conduc-
ted to discover patterns (Fayyad et al., 1996). These 
patterns are interpreted to determine their relevance, 
and finally the extracted insights are presented. This 
comprehensive process is essential for understanding 
and enhancing system performance (Garcia et al., 
2015). 

 
Figure 1: KDD process according to Fayyad. 

2 RELATED WORK 

2.1 Data-Based Approaches in Heating, 
Ventilation, and Air Conditioning 
Systems 

With growing demand for efficient and reliable 
 

heating, ventilation, and air conditioning (HVAC) 
systems, the development and application of machine 
learning algorithms for fault detection and diagnosis 
(FDD) have become increasingly crucial (Li and 
O’Neill, 2018). Pioneering work by Gharsellaoui et 
al. (2020) leverages the Multiclass Support Vector 
Machine (SVM) algorithm to categorize data within 
smart buildings effectively. Concurrently, the 
approach of Ebrahimifakhar et al. (2020) introduces a 
statistical ML-based classification model using SVM 
to detect faults in rooftop units by analyzing and 
classifying data. Similarly, Bode et al. (2020) have 
developed an innovative FDD model that combines a 
big data framework with SVMs, aimed at identifying 
faulty operations in HVAC terminal units through the 
aggregation and evaluation of data from various 
sources. Complementing these efforts, Ren et al. 
(2020) have proposed a comprehensive FDD proce-
dure that merges SVM with principal component 
analysis (PCA), designed to predict system behavior 
under new load conditions by extracting pivotal fea-
tures from the dataset. This ensemble of models 
underscores the potential and reliability of machine 
learning in enhancing fault detection and diagnostic 
capabilities in HVAC systems. An extensive over-
view of FDD models within the realm of building 
technology, as detailed in the literature, highlights the 
eclectic range of approaches and techniques that form 
the foundation of this field (Li and O’Neill, 2018). 

2.2 Key Challenges in Currently 
Applied Approaches 

Heating systems are complex and impacted by di-
verse operating conditions. The need for interpretable 
models that can handle this complexity and be applied 
to different systems is critical. However, challenges 
arise with data-driven FDD methods developed based 
on black-box models such as artificial neural net-
works (ANN) and SVM, mainly due to their lack of 
interpretability (Yan et al., 2016). This limitation 
makes it difficult to understand the process of fault 
identification within these models. Moreover, the 
effectiveness of data-driven methods largely depends 
on the quality of the training data (Yang and Rizzoni, 
2016). Insufficient data samples and errors in the 
training data can lead to incorrect classifications. 
Often the available training data do not cover the 
entire spectrum of system operation, which limits the 
model validity to certain conditions. Especially, very 
critical situations appear only rarely in reality, leading 
to a deficit of related sensor data. Without 
interpretability, evaluating model reliability and 
applicability becomes a challenge (Yan et al., 2016). 
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2.3 Methodological Contributions 

This paper outlines an application-oriented 
methodology for heat systems employing the 
Random Forest algorithm for extracting knowledge 
from data. Central to this approach is its use of deci-
sion trees, distinguishing Random Forest by revealing 
causes of faults through key parameter identification 
and enhancing model transparency with decision tree 
visualizations, a clarity lacking in black-box models. 
Moreover, as an ensemble method, Random Forest 
reduces overfitting risks by aggregating multiple 
trees' predictions, ensuring applicability across varied 
operational conditions (Cutler et al., 2012). This 
adaptability is essential for analyzing and anticipating 
system faults, evaluating system performance 
through error rate analysis, and guiding potential 
enhancements. Emphasizing its computability, 
accuracy, and interpretability, this methodology 
underscores the direct applicability of Random Forest 
approaches over more complex techniques found in 
explainable artificial intelligence (XAI), such as 
Shapley values, ensuring the methodology's efficacy 
and practical relevance (Başağaoğlu et al., 2022). 
Thus, this approach provides a fault detection and 
prediction solution for heating systems in the field, 
making it particularly valuable for engineers and 
practitioners in the domain of heating systems. 

3 DATA-DRIVEN 
METHODOLOGICAL 
FRAMEWORK 

This paper presents a structured approach to analyze 
and explore air-to-water heat pump systems, with a 
focus 1 faults. Concurrently, the regression segment 
estimates the remaining time until a fault occurs. These 
models undergo testing to validate their accuracy in 
assessing the system status and forecasting faults. 

The Model Interpretation stage offers a deep dive 
into the model's decision-making, elucidating how it 
identifies the system status and predicts faults. Expert 
knowledge validates the model's underlying logic. 

4 APPLICATION OF  
METHODOLOGY: 
INTRODUCTION TO THE USE 
CASE STUDY 

The methodology applied in this paper focuses on an 

air-to-water heat pump system with a fault in the 
compressor control. Such control faults arise from 
issues within the heat pump's control unit and can 
impact compressor performance. This may lead to in-
efficient operation of the heat pump, adversely affect-
ing its heating and cooling capacity. Potential causes 
of these faults include high ambient temperatures 
around the compressor leading to sensor failures, 
poor wiring, or incorrect control settings. This analy-
sis was conducted at the Bosch Home Comfort 
Group. The Heat Pump Development Department 
was responsible for providing the parameter data and 
fault information. 

The primary objective of this study is to analyze 
the impact of the fault on the system and to identify 
the occurrence of the fault using system data. Addi-
tionally, the research explores the potential for pre-
dicting future fault occurrences. The system data, 
which describe the system's state, were collected 
through the bus system. The data analysis is based on 
time series data with a sampling frequency of 0.83 
Hz, covering the period from February 1, 2021, to 
May 1, 2022. The findings contribute to enhance 
understanding of the field system's behavior. Based 
on these insights, strategies to optimize the efficiency 
and stability of the heat pump system can be 
developed, ensuring smooth operation in the future. 

 
Figure 2: Stages of the methodology. 
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5 DATA PREPARATION 

This stage is designed to achieve a structured and 
complete dataset. This section outlines how each step 
of the stage is executed for the investigated use case. 

5.1 Data Selection 

The data selection for analysis focuses on identifying 
critical parameters within the heat pump's bus system, 
which characterize the general state and specifically 
the control faults in the compressor. This selection is 
performed in close collaboration with experts in the 
heat pump development team at Bosch Home Com-
fort Group to ensure that the chosen data possess the 
necessary relevance and quality for the study. Verify-
ing the availability and integrity of the data in the bus 
system is an essential part of this process. Finally, the 
resulting parameters considered central to the analy-
sis are detailed as follows: 

 Power Setpoint: Targeted electrical power 
consumption level for the heat pump, setting 
the desired performance level for optimal 
efficiency and meeting heating or cooling 
demands. 

 Actual Power: Current electrical power 
consumption of the heat pump, used to 
assess energy efficiency and operational 
status. 

 Actual Compressor Speed: Current speed 
at which the compressor is operating, indica-
ting performance level and efficiency of the 
heat pump. 

 Air Temperature at the Evaporator: 
Temperature of air entering the evaporator, 
helping to evaluate heat exchange efficiency 
and system load. 

 Temperature of the Compressor: Current 
temperature of the compressor, used to 
monitor compressor health and prevent 
overheating. 

 Temperature of the Hot Gas: Temperature 
of the gas after compression, before conden-
sation, indicating the efficiency of the com-
pression cycle. 

 Evaporator Return Temperature: 
Temperature of the fluid returning to the 
evaporator, assisting in assessing heat 
absorption efficiency. 

 Outdoor Temperature: Outdoor ambient 
temperature, used to adjust operations for 
optimal efficiency and performance. 

 

 Condenser Inlet Temperature: Tempe-
rature of the fluid entering the condenser, 
providing insights into the condensing 
process efficiency. 

5.2 Data Preprocessing 

As long as the values of these parameters remain 
constant, the bus system does not report any values. 
However, when any value changes, the bus system 
communicates this change. In the dataset, this leads 
to empty cells between these two values, which need 
to be filled to complete the dataset. This is done using 
the zero-order hold principle, meaning empty cells 
between two known values are filled with the last 
known value until a new value is registered. 

To detect outliers, data have been visualized using 
box plots. This decision was driven by the need for a 
straightforward and visually intuitive method, 
allowing experts to easily identify and assess unusual 
values as potential outliers. Box plots were chosen 
over other methods, because they clearly delineate the 
range of typical data, making deviations apparent. In 
the context of missing operational condition details, 
solely data-driven outlier detection proved to be 
unreliable (Xu et al., 2020). Instead, combining box 
plots with expert insights and system specifications 
enabled a more informed decision on whether values 
were outliers or relevant variations, ensuring a 
nuanced and accurate outlier elimination process. 

5.3 Correlation Analysis 

As mentioned in the previous section, the necessity of 
this step in the data preparation stage is caused by low 
data quality. Correlation analysis investigates the 
relationship between operational parameters to 
determine how accurately the data represent these 
physical interactions (Wilcox, 2001). This accurate 
representation is essential to deliver valid inputs to 
the model during the training phase. Therefore, the 
model is enabled to understand the system's status 
through the available training data and to produce 
reliable predictions about the system status. To 
achieve this, three sub-steps are involved: a) 
assessing data normality to select an appropriate 
correlation method, b) applying the chosen 
correlation to the dataset, and c) validating the 
correlation results against the parameters' physical 
relationships through expert knowledge. 

The Shapiro-Wilk test (Ghasemi and Zahediasl, 
2012) initially assessed for normal distribution 
revealed a non-normal distribution that necessitated 
the use of Spearman's correlation method (Wilcox, 
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2001) for the analysis. Experts reviewed the correla-
tion coefficients to verify their physical relevance, 
ensuring that data faithfully represent the system's 
physical dynamics. This step illuminates crucial 
relationships between variables and affirms the data's 
pertinence to the studied physical phenomena. 

5.4 Transformation 

Fault information is encoded into binary values, with 
0 indicating no fault and 1 indicating a fault occur-
rence, to serve as the target variable for training the 
Random Forest model. This conversion sets up a 
classification problem, allowing the model to learn 
fault detection from parameter data and target 
variables. 

6 MODEL DEVELOPMENT 

The Random Forest model is developed to analyze 
the relationship between various operational 
parameters and fault occurrences in the air-to-water 
heat pump system. It comprises two parts: (1) 
classification model that determines the system's 
status and (2) regression model predicting the time 
until a fault occurs. These models were implemented 
using the scikit-learn library in Python and developed 
within a Jupyter Notebook. 

6.1 System Status Detection 

Random Forest Classifier (RFC) employs decision 
trees on random data subsets, leveraging ensemble 
learning for accurate classifications while mitigating 
overfitting and assessing feature importance (Biau 
and Scornet, 2016). The steps of the model imple-
mentation are illustrated in Figure 3. To address the 
challenge of rare critical situations outlined in Section 
2.2, particularly the infrequent occurrence of faults in 
the compressor control, a down sampling strategy has 
been implemented.  

 
Figure 3: RFC implementation steps. 

This method balances the dataset by reducing the 
number of non-faulty instances to equal the number 
of faulty instances, ensuring uniform representation. 
A RFC with three trees (n_estimators=3) and a 
random_state of 42 is chosen, targeting a balance of 
model complexity and computational efficiency. The 
decision to use three trees was based on performance 
evaluations against a validation set, where adding 
more trees resulted in only minimal improvements in 
accuracy, suggesting that further increases would not 
yield significant benefits. This choice reflects an 
optimization between simplicity and the ability to 
capture operational variability, with a random_state 
of 42 ensuring result reproducibility. Default para-
meter settings are maintained as detailed in (scikit-
learn, 2024). 

6.1.1 Evaluation of the Detection Model 

The model was validated using test data to assess its 
reliability in predicting on unknown data, using a 
confusion matrix for evaluating accuracy and 
precision. Results are illustrated in Figure 4.  

This analysis revealed 191 true positives, 
indicating non-faulty operation status were correctly 
identified, and 181 true negatives, which means fault 
status were accurately detected as such. Additionally, 
the model encountered four false negatives, repre-
senting overlooked fault status, and five false posi-
tives, where faults were incorrectly identified in non-
faulty operation status. Achieving a high accuracy of 
97.6% and a precision of 97.4%, the model demon-
strates efficient fault detection and classification. 
Maintaining a low rate of false positives is crucial; 
they not only lead to unnecessary fault correction 
costs, but also could divert resources from actual 
issues, potentially leaving real faults undiagnosed. 
This emphasis on minimizing false positives is vital 
for operational efficiency and cost management. The 
results highlight the model's effective performance in 
accurately identifying the operation status, balancing 
accurate fault detection with the imperative to 
minimize false alarms. 

6.1.2 Model Interpretation 

The RFC algorithm addresses the challenge of lack of 
interpretability in data-driven FDD methods based on 
black-box models as mentioned in Section 2.2. It 
identifies key parameters through parameter 
importance calculation – facilitating an 
understanding of the classification processes – and 
enhancing transparency while validating the model’s 
outputs (Breiman, 2001). Through Python's scikit-
learn library, feature importance is determined using  
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Figure 4: Confusion matrix of the test data. 

the Mean Decrease in Gini (MDG) method, which 
assesses how a feature reduces impurity across the 
model's trees. MDG values range from 0 (no impact) 
to 1 (perfect prediction capability), where higher 
values indicate a stronger effect on model decisions 
(Biau and Scornet, 2016). This calculation considers 
the decrease in node impurity, weighted by the 
probability of reaching that node, averaged over all 
trees (Breiman, 2001). The key findings of the 
parameter importance are illustrated in Figure 5. 

It indicates that specific parameters, such as con-
denser inlet and outlet temperatures, hot gas tempera-
ture, external temperature, compressor speed, and 
power setpoint are paramount in fault detection, 
demonstrating nearly equal importance. Conversely, 
parameters like evaporator air temperature, com-
pressor temperature, evaporator return temperature, 
and current performance have a lower impact. 

These insights emphasize the importance of 
temperature-related measurements in detecting the 
fault. Through the interpretability of the model, these 
insights into model parameters can be traced back to 
the faulty state of the system. The relevance of the 
parameters to the faulty state are confirmed by the 
experiential knowledge of experts.  

 
Figure 5: Visualization of the importance of parameters. 

This validation not only enhances the 
development steps of the component to prevent the 
occurrence of such faults but also expands the 
knowledge of relevant factors that can lead to faults. 
In the future, this approach can also be applied to 
other types of faults to gain valuable insights. 

6.2 System Status Prediction 

This model aims to predict the remaining time until 
the next fault occurs, utilizing an ensemble of 
decision trees to make accurate predictions on 
continuous values by averaging the outputs of all 
trees in the forest. Similar to the classifier model, the 
Random Forest Regressor (RFR) applies ensemble 
learning, but focuses on estimating continuous 
outcomes. The implementation of the RFR mirrors 
that of the classifier model, as depicted in Figure 6. 

 
Figure 6: RFR implementation steps. 

The process starts with data collection represen-
ting various operational conditions, followed by crea-
ting the target variable time until the next fault, which 
is hereafter referred to as "Time to Failure". This is 
achieved by reverse iterating through the data to cal-
culate the time until the next fault for each data point, 
producing a list of minutes until the next fault. For 
this model, a RFR with ten trees (n_estimators=10) 
and a random_state of 42 was selected, balancing 
model complexity with computational efficiency. The 
choice of more trees for the RFR compared to the 
RFC reflects the increased complexity needed in 
regression models to capture data variability and 
nuances accurately (Corrales et al., 2018). With this 
optimized tree ensemble, the RFR can more 
accurately identify and predict underlying trends, 
enabling precise predictions for the time to failure. 
The default parameters are retained as described in 
(scikit-learn, 2024). 

6.2.1 Evaluation of the Prediction Model 

The model accuracy was validated using test data to 
assess its reliability in predicting on unknown data 
using the Mean Absolute Error (MAE). The test  
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Figure 7: Accuracy of the model with test data. 

dataset contains a fault scenario. The results were 
visualized in Figure 7, where the X-axis represents 
the actual values and the Y-axis the predicted values 
of "Time to Failure". Ideal model performance is 
achieved when data points closely align along the 
ideal performance line, aiming for an MAE value of 
0, indicating precise alignment between predictions 
and actual events. 

The accuracy evaluation of the model reveals 
three key insights that provide a nuanced view of the 
model's performance across different periods before a 
fault event.  

 Phase T1: Actual Time to Failure > 320 
minutes 

 Phase T2: 320 minutes ≥ Actual Time to 
Failure ≥ 120 minutes 

 Phase T3: 120 minutes > Actual Time to 
Failure > 0 minutes 

Phase T1 describes long-term predictions, star-
ting from 320 minutes before the fault occurrence. In 
this phase, it was observed that the model appears in-
capable of detecting reliable indicators of an 
impending fault, resulting in a large discrepancy 
between predicted and actual values. This limitation 
highlights the challenges in predicting faults over an 
extended period. Phase T2 describes mid-term predic-
tions, between 120 and 320 minutes before the fault 
occurrence. In contrast to Phase T1, the model de-
monstrates considerably better performance with a 
MAE of 18.6 minutes. During this critical period, the 
model effectively analyzes and interprets operational 
conditions and potential signs of an impending fault, 
indicating its capability to utilize relevant information 

for fault prediction. Phase T3 involves short-term 
predictions made 0 to 120 minutes before a fault 
occurs. In this phase, the model's accuracy decreases, 
primarily due to a significant deviation of data points 
from the ideal line. This reduction in accuracy can be 
attributed to insufficient information density in the 
parameters, leading to unreliable predictions. 

However, the application of the model to other 
faulty scenarios has revealed significant limitations, 
primarily due to the limited availability of faulty data 
and limited understanding of the underlying causes.  

This problem is closely linked to the challenge of 
data quality and availability, as discussed in Section 
2.2. The lack of comprehensive data sets significantly 
impairs the model's ability to predict under different 
operating conditions. In addition, the complexity of 
the heat pump system combined with a limited data 
set further reduces the model’s prediction accuracy. 
This is compounded by uncertain causes of failure 
such as wiring or software issues, which are discussed 
in more detail in Section 4. Ultimately, these 
challenges emphasize the urgent need for improved 
data quality and a deeper understanding of failure 
mechanisms. 

6.2.2 Model Interpretation 

In the RFR model, evaluating parameter significance 
is the key to decoding its predictive logic. This 
process identifies the extent to which various features 
impact the model's ability to predict the timing of a 
fault. Understanding the critical features enhances the 
insight into the model's operational dynamics. Dif-
fering from the RFC model, the RFR model assesses 
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the feature importance via the Mean Decrease in Im-
purity (MDI). MDI reflects how each feature's 
variance reduction, averaged across all trees, contri-
butes to the model's accuracy. This method highlights 
the influence of specific features on enhancing the 
model's precision by reducing prediction variance 
through data segmentation. 

This analysis reveals that the outdoor temperature 
and air temperature at the evaporator exert the stron-
gest influence on prediction accuracy, with a com-
bined importance of 50%. Additionally, the conden-
ser exit temperature and the power setpoint also make 
significant contributions to the forecast, both with 
importance of 14%. These four parameters collec-
tively account for 78% of the predictive influence.  

These results emphasize two major results: (1) 
temperature-related measurements and the power 
setpoint in the context of precise fault prediction are 
crucial and (2) there is a need for the extension of the 
knowledge about the selection of relevant parameters 
for fault monitoring and the definition of the time 
period in which a fault can be predicted. Despite the 
limited number of fault cases in the system history, 
these findings are valuable for future research and 
help in the selection of time periods and relevant 
parameters in the model training to reduce model 
complexity. 

7 DISCUSSION OF RESULTS 

The research findings, which were discussed with 
engineering experts from the heat pump department 
at Bosch Home Comfort Group, focus on four key 
questions: 

 How does interpretability clarify causality 
between system parameters and faults while 
supporting model scalability? 

 Which benefits does a system status detec-
tion model offer? 

 How does the parameter significance de-
rived from the classification model affect 
error detection logic and contribute to the 
optimization of the regression model for 
error prediction? 

 How could more diverse data improve fault 
prediction, and what are the challenges? 

Regarding the first aspect (interpretability), 
discussions with the experts in the heat pump 
department emphasize the importance of 
interpretability for scaling the model to systems with 
similar data deficiencies. As explained in Section 
6.1.2, the interpretability of the model enables the 
exact quantification of the meaning of the parameters. 

This improves the understanding of how each feature 
affects the predictions of the model. This insight is 
crucial for accurate adjustments when applying the 
model to new systems. This ensures the effectiveness 
of the model in different operating environments. 
This detailed interpretative analysis also helps to 
adapt the model and standardize fault detection 
practices across different environments. 

Regarding the second aspect (benefits of a 
detection model), experts highlight the significant 
benefits of a system status detection model, especially 
for systems that do not capture fault data. Such a 
model enables an understanding of the system's 
behavior in operation, identification of common 
faults, and efficient resource planning, directly 
contributing to the optimization of the system design. 

Concerning the third aspect (parameter 
significance), discussions with experts emphasize the 
importance of specific parameters, such as condenser 
inlet and outlet temperatures, hot gas temperature, 
and outdoor temperature, identified in Section 6.1 as 
crucial for detecting faults within the compressor 
control. Expert opinions indicate that future research 
could significantly enhance prediction accuracy by 
redesigning the error detection logic to reflect 
parameter relevance and optimizing the online 
monitoring of these parameters. Achieving this 
improvement also involves intensified collaboration 
with service companies to obtain detailed fault 
information, including causes of occurrences. This 
collaboration forms the foundation for a more effi-
cient predictive control system, aimed at reducing 
downtime and improving overall system perfor-
mance. 

The last aspect discussed with the experts 
involves analyzing the predictive model’s capability 
to determine the precise time phase when a fault can 
be anticipated within the system. The model – under 
the constraints of current assumptions and data 
rarity – identifies early symptoms of errors occurring 
between 120 and 320 minutes. This preliminary 
insight is crucial as it suggests that expanding our 
dataset with a broader range of failure cases could 
potentially reduce the need for extensive training data 
and help avoid overfitting. Enhancing the dataset in 
this manner would improve the model’s accuracy and 
its applicability to similar systems. 
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8 SUMMARY AND FUTURE 
WORK 

This paper explores the potential of time series 
analysis of sensor data from heating systems in 
operation for detecting and predicting errors, a critical 
area complicated by the significant distance between 
users and manufacturers. A procedure based on 
Fayyad's model was implemented and applied to an 
air-to-water heat pump system to identify and forecast 
specific control faults in the compressor.  

A RFC model was developed to recognize system 
status and assess the impact of parameter weights on 
fault detection. This model successfully determined 
the status of the systems, achieving a detection accu-
racy of 97.6% and a precision of 97.4%. A key chal-
lenge was the limited dataset, which complicated the 
expert validation and underscored the necessity for a 
larger data foundation. The analysis underscored the 
significance of certain parameters, particularly tem-
perature readings, in fault detection. Experts valida-
ted these findings, emphasizing the need for ongoing 
adjustment of weight factors. 

The limited availability of fault data and the lack 
of system information restricts the effectiveness of 
the RFR model. This limitation stems from the sys-
tem's lifecycle; after sale, third-party service and 
maintenance companies oversee installation and 
upkeep, while manufacturers conduct field monito-
ring for a brief period. As a result, failure data collec-
tion is primarily limited to this monitoring phase, thus 
affecting the model's ability to predict accurately. 

Future research directions, inspired by this work, 
will explore the potential of Random Forest models 
to analyze more extensive datasets with increased 
error instances and assess other machine learning 
algorithms for error detection and prediction in heat 
pump systems. An optimized dataset, including 
detailed parameter and fault information, is crucial 
for developing models that accurately reflect system 
reliability and behavior. Additionally, future studies 
should explore the reliability of specific system 
components and their impact on overall system 
reliability. Future investigations should incorporate 
not only existing data but also laboratory results, 
simulations, and physical models. The integration of 
physics-based models will be explored to establish 
causal relationships between system parameters and 
fault occurrences, thereby enhancing the model’s 
ability to predict and diagnose faults with higher 
accuracy. This approach is expected to improve the 
overall effectiveness of the system, contributing to a 
deeper understanding of system dynamics, and 
advancing control strategies for heating systems. 
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Abstract: Identifying and analyzing the core technologies in a specific technical field can comprehensively understand 
the research status and development trends in that field, providing reference and suggestions for the research 
and development of key and disruptive technologies. This article introduces the technique of representing the 
multiple co-occurrence relationships between entities using hypernetwork structure, and uses hypernetwork 
embedding technology to automatically generate technology node vectors that integrate structural and 
attribute features. Through fuzzy clustering, technology clusters are obtained, and measurement indicators 
such as local neutrality, semi local centrality, and global centrality based on hypernetwork structure are 
constructed to identify the core technology nodes in each technology cluster. Taking the field of carbon 
capture, utilization, and storage technology as an example, the effectiveness and scientificity of the method 
proposed in this article were verified. The results showed that chemical absorption, membrane separation, 
solid adsorption, and low-temperature separation are the core technologies in this field, which helps China to 
allocate resources reasonably, increase research and development efforts in core technology, and gain 
competitive advantages.

1 INTRODUCTION 

Core technology refers to the basic, progressiveness 
and dominant technology in a specific technical field, 
which has a significant impact on other technologies 
and is characterized by long cycle, complexity and 
high investment. How to eliminate the low value 
technology foam from the vast number of patented 
technologies and accurately identify the high value 
core technology has become an urgent problem. 

The technology co-occurrence network is a 
typical relational network that characterizes the 
evolution and integration process and innovation 
mechanism of technology in scientific research 
activities, with technology entities as nodes, 
technology co-occurrence relationships as edges, and 
co-occurrence frequency as edge weights. It has been 
widely used in research such as technology 
identification, technology opportunity discovery, and 
technology layout. The technology co-occurrence 
network can intuitively reflect the co-occurrence 
frequency (node degree) of technology entities in 
patents, but cannot characterize whether a patent is 
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composed of two or more technologies. This is 
because each edge of the network can only connect 
two nodes, and when modeling co-occurrence 
relationships, higher-order multivariate relationships 
are flattened and mapped to lower order binary 
relationships, resulting in a lack of multivariate co-
occurrence information. As shown in Figure 1, a 
hypernetwork is an extension of a regular network, 
where each hyperedge can contain any number of 
nodes, allowing for a more accurate characterization 
of complex co-occurrence relationships between 
technical entities. This is more in line with the 
diverse, complex, and clustered characteristics of co-
occurrence relationship structures. 

In summary, this article proposes a core 
technology identification method based on 
technology co-occurrence hypernetworks. Firstly, 
attempt to introduce hyper network structures into 
traditional technology co-occurrence networks to 
characterize the complex and diverse co-occurrence 
relationships between technological entities; Then, 
the structural and attribute features of the co-
occurrence network are modeled using a 
hypernetwork embedding model to overcome the 
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shortcomings of traditional manual construction of 
high-order features, and different types of technology 
clusters are obtained through fuzzy clustering; 
Finally, the centrality index based on ordinary 
network structure is improved to be suitable for 
weighted hypernetworks, measuring the importance 
of nodes in each technology cluster from three 
dimensions: local centrality, semi local centrality, and 
global centrality to identify core technologies. 

 

    
Figure 1: Technology Co-occurrence Hypernetwork. 

2 RELATED WORK 

The methods for discovering core technologies can be 
roughly divided into qualitative methods represented 
by expert analysis, quantitative methods represented 
by network analysis or text analysis, and a 
combination of qualitative and quantitative methods.  

The identification method based on relational 
networks is an important research direction in 
quantitative analysis methods. This type of method 
utilizes relationships such as referencing, similarity, 
and co-occurrence between technical entities to 
construct a technical relationship network, and then 
identifies the core technologies in the network 
through machine learning models, complex network 
analysis, and the construction of an evaluation index 
system based on the network's structure, attributes, 
temporal and thematic characteristics (Liu, 2022). In 
reference based methods, (Kajikawa, 2022) 
constructed a citation network in the field of energy 
research, clustering nodes based on the topology of 
the network, and tracking emerging energy 
technologies by calculating the citation 
characteristics and average publication time of paper 
nodes in each cluster. (Cho, 2008) constructed a 
patent citation network for Taiwan Province from 
1997 to 2008, based on structural hole theory to 
identify core technologies in the network. (Qi, 
2020)combined main path analysis and small world 
network characteristics to identify core technology 
nodes in patent citation networks. This type of 
method is widely used, but there is a lag problem, that 
is, it takes a long time to reflect the citation of 
scientific and technological literature, and the 

identified technology tends to be closer to hot 
technologies rather than core technologies. 

In the similarity based approach, (Kong, 2021) 
trained the BERT model to obtain patent vectors and 
constructed a patent similarity matrix, and used the 
DNN model to identify key technologies from 
identifying off patents. (Song, 2018) constructed a 
similarity network using the coupling relationship 
between patents, using the clustered peripheral nodes 
as candidate technologies and identifying core 
technologies using two indicators: technology and 
market. (Wu, 2023) first extracted core technical 
themes from patent texts and calculated the similarity 
between technical themes. Then, they constructed a 
technical topic similarity network, obtained technical 
module clustering through K-means algorithm, and 
finally used TRIZ theory nine screen method to 
determine cutting-edge technologies. This type of 
method can accurately measure the semantic 
similarity between technologies, but its 
interpretability and computational efficiency are 
poor, making it impossible to prove the existence of 
core technologies in highly similar technology 
clusters. In the co-occurrence based approach, 
(Huang, 2019) extracted technical terms from patent 
literature to construct a co-occurrence network, and 
used a link prediction model to predict the dynamic 
network of technology, identifying core technical 
themes from both influence and novelty. (Luo, 2017) 
constructed a patent co-occurrence network using 
patent subclasses as technology nodes, obtained 
candidate technology nodes using k-kernel analysis, 
and identified core technologies from candidate 
technologies using evidence reasoning. Chen Yuxin 
et al. constructed a technology and scientific 
knowledge co-occurrence network based on patent 
citation data, and used the core edge theory to predict 
disruptive technologies from three aspects: 
foundational, influential, and abrupt. (Dotsika, 2017) 
predicted core technologies through co word network 
analysis and visualization methods. (Dou, 2023) 
constructed a relationship network using the 
influence of journals and the co-occurrence frequency 
of keywords, generated anonymous random walk 
sequences for the network, and then trained vector 
sequences using the word2vec model. Finally, the 
similarity between sequences was used to 
characterize the similarity of the evolution of the 
technology to identify reversal techniques. This type 
of method lacks the disclosure of the attribute 
characteristics of technical entities and the strength 
characteristics of relationships between entities, and 
usually selects some high co-occurrence frequency 
technologies as core technologies. 

A Core Technology Discovery Method Based on Hypernetwork

211



3 CORE TECHNOLOGY 
DISCOVERY BASED ON 
TECHNOLOGY  
CO-OCCURRENCE 
HYPERNETWORKS 

3.1 Construction and Symbolic 
Definition of Technology  
Co-Occurrence Hypernetwork 

In the construction of technology relationship 
networks, the definition, concept, and connotation of 
technology nodes are diverse. They can be entities of 
different granularities such as scientific literature, 
themes, and keywords, as well as different types of 
entities such as technical documents, technical terms, 
patent classification numbers, inventors, and 
institutions. These entities are linked into a network 
structure through relationships such as citation, co-
occurrence, and similarity. Therefore, how to choose 
appropriate entities and relationships to characterize 
the technical relationship network is a primary issue. 
Due to the possibility of multiple different forms of 
text expression in the same technology, the core 
technology discovery method based on text content 
features needs to deal with issues such as noise and 
ambiguity, and the effectiveness of recognition 
results is limited by the accuracy of entity extraction 
and semantic understanding ability. IPC 
(International Patent Classification Number) can 
effectively classify and organize technical fields, and 
is a symbol of patent creativity and novelty. Each 
patent is limited and described by several IPC's for its 
purpose or purpose, making it a good representation 
object for technical entities. IPC co-occurrence 
reveals the correlation between technologies, reflects 
the process of technology integration and evolution, 
and a comprehensive analysis of it can support 
research on core technology discovery in the field. 
Therefore, this article takes the IPC of a patent as a 
technical node, the multivariate co-occurrence 
relationship formed by multiple IPCs as a hyperedge, 
and the corresponding patent information as an 
attribute of the hyperedge, constructs a technical co-
occurrence hypernetwork, and generates the 
corresponding structural feature matrix and node 
feature matrix. The hypernetwork constructed in this 
way can better describe the interrelationships 
between technological entities, patents, and 
technology patents, which is more in line with the 
characteristics of multi-agent, aggregation, and 
mutual nesting in co-occurrence structures. For 

example, this hypernetwork can simultaneously 
characterize the ternary co-occurrence 
relationship (𝑣௫, 𝑣௬, 𝑣௭)  and binary co-occurrence 
relationship (𝑣௫, 𝑣௬)  have limitations for ordinary 
networks. 

The formal definition of a technology co-
occurrence hypernetwork is HN=(V, E)，  Among 
them, the technical node set 𝑉 = {𝑣ଵ, 𝑣ଶ, … , 𝑣}， 
Hyperedge set 𝐸 = {𝑒ଵ, 𝑒ଶ, … , 𝑒}, m, and n are the 
number of nodes and edges, respectively. The weight 
setting of hyperedges and nodes has a significant 
impact on the structural characteristics of technical 
co-occurrence hypernetworks. Here, the contribution 
of a single patent to the hyperedge weight is set to 1, 
and the weight of hyperedge 𝑒 is as follows:  

     𝑤(𝑒) = ห𝐷(𝑒)ห                           (1) 𝑤(𝑒)characterizes the co-occurrence strength of 
technical nodes, 𝐷(𝑒)is the patent set corresponding 
to the hyperedge 𝑒, where the IPC of each patent is 
exactly the same. A hyperedge contains several 
technical nodes, each of which contributes differently 
to the hyperedge, and it is necessary to allocate 
weights to the technical nodes reasonably. The main 
IPC of a patent typically provides invention 
information representing technological innovation, 
while the secondary IPC provides additional 
information about the patent. From the perspective of 
knowledge spillover, the technical knowledge 
produced by the main IPC flows towards the sub IPC, 
forming a knowledge transfer relationship, and the 
main IPC should have a higher weight. Therefore, the 
weight of node 𝑣 on the superedge 𝑒 is defined as: 𝑤൫𝑣, 𝑒൯ = ∑ 𝑤(𝑣, 𝑑)ௗ∈(ೕ)                 (2) 𝑤(𝑣, 𝑑) =ቊ α，if 𝑣 𝑖𝑠 𝑡ℎ𝑒 𝑚𝑎𝑖𝑛 𝐼𝑃𝐶 𝑜𝑓 𝑝𝑎𝑡𝑒𝑛𝑡 𝑑ଵି(ௗ)ିଵ，if 𝑣 is the sub IPC of patent d  

Among them, 𝑤(𝑣, 𝑑) The weight of node 𝑣 in 
patent d, α is a weight parameter, 𝑛(𝑑) is the number 
of IPC in patent d. 

The structural feature matrix of the 
hypernetwork HN includes: correlation matrix, 
hyperedge weight matrix, node degree matrix, and 
hyperedge degree matrix. The correlation matrix H is 
an 𝑚 × 𝑛 real matrix, and its elements are defined as 
follows: 

 ℎ(𝑖, 𝑗) = ൜ 1, 𝑣 ∈ 𝑒 0, 𝑣 ∉  𝑒                       (3) 

If the technical node 𝑣  is associated with the 
hyperedge 𝑒, then the corresponding element value 
in matrix H is 1, otherwise it is 0. The hyperedge 
weight matrix is a diagonal matrix defined as follows: 
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𝑾𝒆 = diag(𝑤(𝑒ଵ), . . . , 𝑤(𝑒))                  (4) 
The node degree matrix 𝐷௩  and the hyperedge 

degree matrix 𝐷 are both diagonal matrices, defined 
as: 𝑫𝒗 = diag(𝑑(𝑣ଵ), . . . , 𝑑(𝑣))                    (5) 𝑫𝒆 = diag(d(𝑒ଵ), . . . , 𝑑(𝑒))                     (6) 𝑑(𝑣) = ∑ ℎ(𝑣, 𝑒)𝑤൫𝑒൯ୀଵ                    (7) 

Among them, 𝑑(𝑣)  is the degree of node 𝑣 , 
which represents the sum of weights of hyperedges 
associated with 𝑣  and reflects the activity of the 
technology. The larger the value, the more patents the 
corresponding technology appears, and the greater its 
influence on other technologies. 𝑑(𝑒) is the degree 
of the hyperedge 𝑒 , which refers to the number of 
hyperedges that share a common technical node with 
that hyperedge. The higher the value, the higher the 
degree of connectivity within the hypernetwork. 

The node feature matrix 𝑁 of the hypernetwork 
HN is trained by a deep autoencoder DAE, as follows: 𝑁 = DAE(𝑜𝑛𝑒ℎ𝑜𝑡(𝑣ଵ), . . . , 𝑜𝑛𝑒ℎ𝑜𝑡(𝑣)) 
Among them, 𝑜𝑛𝑒ℎ𝑜𝑡(𝑣)  is the unique hot code 
generated by the IPC corresponding to node 𝑣. IPC 
reflects the inherent characteristics of technology and 
determines the technical topics involved in patents 
through a 5-layer structure of parts, categories, 
subcategories, main groups, and groups. Therefore, 𝑜𝑛𝑒ℎ𝑜𝑡(𝑣) is also composed of 5 separate hot codes 
spliced together, with each part encoding a length 
equal to the total number of corresponding 
hierarchical structure categories. The dimension of 
the vector corresponding to 𝑜𝑛𝑒ℎ𝑜𝑡(𝑣) is too large 
and very sparse (most elements are 0). Directly using 
it as a node feature vector will affect the flexibility 
and computability of vector representation. Further 
use of DAE is needed to convert it into a low 
dimensional dense vector. 

3.2 Technology Cluster Analysis 

Technology clustering aims to assign technology 
nodes to different clusters, where each cluster 
structure can be viewed as a technology cluster. The 
strong correlation between technology nodes within a 
technology cluster has similar technical 
characteristics, while the weak correlation between 
different clusters reflects the diversity of technology. 
Through technical clustering analysis, not only can 
we grasp the correlation between various 
technologies, but we can also reflect the evolution 
dynamics of technologies, more accurately perceive 
core technologies, and guide R&D personnel to adjust 
technical strategies in a timely manner. Traditional 
node clustering or community partitioning algorithms 

are only applicable to common structures such as 
citation networks and co-occurrence networks, and 
cannot handle higher-order structures such as 
hypernetworks and hypergraphs. And the hyper 
network embedding technology can automatically 
convert high-order network structure data into low 
dimensional computable feature vectors, avoiding 
manual construction of high-order relational features, 
thereby more efficiently supporting downstream 
tasks such as node clustering, classification, and link 
prediction. Therefore, this article uses the hyper 
network embedding model HGNN (Hypergraph 
Neural Networks) to map the technical co-occurrence 
hypernetwork to a low dimensional vector space, 
achieving vectorized representation of technical 
nodes. Then, the FCM (Fuzzy C-Means) algorithm is 
used to complete fuzzy clustering of node vectors, 
and the technical clustering results are obtained. 

HGNN is a spectral domain based convolutional 
neural network model that can model high-order 
multivariate co-occurrence relationships between 
technical nodes. It takes the structural feature matrix 
and node feature matrix of the technical co-
occurrence hypernetwork as inputs, and combines the 
two features into a technical node vector through 
multiple hypernetwork convolutional layers, as 
shown in Figure 2. The corresponding convolution 
operator is defined as: 𝑋ᇱ = 𝐷௩ି భమ𝐻𝑊𝐷ି ଵ𝐻்𝐷௩ି భమ𝑋𝜃                     (8) 

HGNN aggregates technical node information 
onto hyperedges through the calculation of the 𝐷ି ଵ𝐻்𝐷௩ି భమ𝑋𝜃  part, and then aggregates hyperedge 

information onto relevant nodes using the 𝐷௩ି భమ𝐻𝑊 
calculation. Among them, 𝜃  is the convolutional 
layer parameter, 𝑋 is the input node feature matrix, 𝑋ᇱ is the node feature matrix output after convolution 
calculation. 

 

...
...

Technology co-occurrence 
hypernetwork Hconv 1 Hconv N

Technology node 
vector

V3

V1 V2

V4

Node 
feature 
matrix

Structure 
feature 
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Feature matrix  
Figure 2: Vectorization of hypernetwork node.  

In traditional clustering algorithms, a technology 
node can only belong to one technology cluster, while 
fuzzy clustering can calculate the probability 
distribution of technology nodes belonging to 
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different clusters, more accurately modeling the 
complex membership relationships between nodes 
and clusters. FCM calculates the membership matrix 𝑼 = ൫𝑢,൯୫×୩  of the technical node vector by 
minimizing the weighted Euclidean distance. The 
objective function for achieving the closest distance 
between technology nodes in the same cluster and the 
larger distance between nodes in different clusters is: J = ∑ ∑ 𝑢, 𝑑,ଶୀଵୀଵ                       (9) 
Among them, 𝑢, is the probability that technology 
node 𝑣  belongs to technology cluster c, k is the 
number of technology clusters; The sum of the 
membership degrees of each technology node 𝑣 to k 
clusters is 1, that is, ∑ 𝑢, = 1ୀଵ ; a is the fuzzy 
coefficient, 𝑑,  is the Euclidean distance from the 
node vector to the cluster center. 

3.3 Core Technology Discovery 

Core technology is a dominant and irreplaceable 
technology in the field of technology, which plays an 
important supporting role in other technologies. 
Currently, core technology discovery methods based 
on technology relationship networks typically rely 
solely on node path analysis, centrality measurement, 
structural holes, and community structure 
information to identify key nodes from the network 
as core technologies, resulting in relatively one-sided 
identification results. This article evaluates the core 
level of technology from the perspective of a 
hypernetwork. After conducting technical clustering 
analysis based on the structural and node 
characteristics of the hypernetwork, the most suitable 
nodes for core technical features are excavated from 
different technology clusters. For each technology 
cluster, a combination of local, semi local, and global 
centrality indicators is used to identify core 
technology nodes. Local centrality indicators are used 
to identify technology nodes with strong 
irreplaceability, semi local centrality indicators are 
used to detect technology nodes with significant 
influence on the domain technology, and global 
centrality indicators are used to discover technology 
nodes that dominate the entire network. The 
measurement indicators for core technology nodes 
are defined as follows: CT(𝑣) = 𝐸𝑊𝑀൫LC(𝑣)，SLC(𝑣)，GC(𝑣)൯    (10) 

Among them, EWM (the entropy weight method) 
represents the entropy weight method, which 
measures the internal differences of various indicator 
data and determines the weight value through 
information entropy. 

The local centrality index evaluates node 
centrality by using the degree of overlap of node 
neighborhood structures. It is believed that the more 
neighbors the target node has and the lower the 
topological similarity between neighboring nodes, the 
stronger the irreplaceability of the target node in 
network function and structure, and the higher the 
local importance of the target node. Taking into 
account the structural similarity information of nodes 
in the hypernetwork and the weight information of 
their hyperedges, the local centrality index is defined 
as follows: LC(𝑣) = ∑ 1 − 𝑠𝑖𝑚(𝑣, 𝑣)௩್,௩∈ே(௩)          (11) 𝑠𝑖𝑚(𝑣, 𝑣) = ∑ ௪(௩್,௩ೠ)ା௪(௩ೠ,௩)ௗ(௩ೠ)௩ೠ∈ே(௩್)∩ே(௩)    (12) 

Among them, 𝑠𝑖𝑚(𝑣, 𝑣) is the similarity in the 
adjacency structure between node 𝑣  and node 𝑣 , 
with a higher value indicating a higher degree of 
structural overlap between the two nodes. 𝑁(𝑣௫) is 
the set of neighboring nodes of node 𝑣௫ , 𝑤൫𝑣௫, 𝑣௬൯ 
represents the sum of weights of the hyperedges 
corresponding to node 𝑣௫ and node 𝑣௬, calculated as 
follows: 𝑤൫𝑣௫, 𝑣௬൯ = ∑ 𝑤(𝑒) ∗ ቀ𝑤(𝑣௫, 𝑒) +∈ா(௩ೣ,௩) 𝑤൫𝑣௬, 𝑒൯ቁ         (13) 

Hyperedge set 𝐸൫𝑣௫, 𝑣௬൯ = {𝑒|𝑒 ∈ 𝐸, 𝑣௫ ∈𝑒, 𝑣௬ ∈ 𝑒}， Each hyperedge e in the set contains two 
nodes, 𝑣௫ and 𝑣௬. SLC(𝑣) = (௩)∑ ൫௩ೕ൯ೕసభ                        (14) 𝑙(𝑣) = ∑ ∑ 𝑤(𝑒)∈∈௧(௩,ே)                   (15) 

Among them, 𝑝𝑎𝑡ℎ(𝑣, 𝑡) represents a path with a 
step size of N starting from node 𝑣, E is a hyperedge 
in path p. 

The betweenness centrality index considers the 
global properties of ordinary networks, characterizes 
the control power of nodes over network traffic in the 
shortest path, and its value is the proportion of target 
nodes passing through the shortest path among all 
nodes. Extend the betweenness centrality index to 
weighted hypernetworks and construct a global 
centrality index, defined as follows: GC(𝑣) = ∑ ∑ ೕೖ(௩)ೕೖୀଵୀଵ , 𝑗 ≠ 𝑘 ≠ 𝑖       (16) 

Among them, a hyperpath is a sequence of 
hyperedges composed of multiple hyperedges, 𝑔 is 
the number of shortest hyperpaths between node 𝑣 
and node 𝑣, 𝑔(𝑣) is the number of shortest paths 
between node j and node k passing through node 𝑣. 
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4 EXPERIMENT 

4.1 Technology Co-Occurrence 
Hypernetwork Construction 

In this experiment, the global high-quality patent 
database Incopat was used as the data source, and 
keywords such as "CCUS", "Carbon Capture", 
"Carbon Utilization", and "Carbon Storage" were 
used to search for patent literature in the CCUS field 
published from January 2004 to September 2023. 
After removing duplicate and invalid literature, a total 
of 4476 patents were obtained. After obtaining the 
CCUS domain patent set, IPC fields were extracted 
from each patent and divided into primary IPC and 
secondary IPC. A technical co-occurrence 
hypernetwork was constructed using the multivariate 
co-occurrence relationship between IPC, resulting in 
a total of 3641 technical nodes and 2778 hyperedges. 
The corresponding visual graphs for some nodes are 
shown in Figure 3. In order to better evaluate the 
effectiveness of the method, two sub networks of 
different sizes, hypernet-1 and hypernet-10, were 
extracted from the hypernetwork based on the number 
of patent citations, as shown in Table 1. Among them, 
Hypernet k indicates that the patent corresponding to 
each hyperedge in the hypernetwork has been 
referenced by at least k other patents. The ratio of the 
number of relational nodes is used to measure the 
density of a hypernetwork. The larger the value, the 
denser the network, and vice versa, the sparser the 
network. The structural feature matrix of subnet 
hypernet-k is directly generated using the hypergraph 
deep learning library DHG, while the node feature 
matrix is trained by a five layer deep autoencoder. 
The number of neurons in each layer is set to 1000, 
100, 15, 100, and 1000, with a total of 100 iterations 
of training. 
 

 
Figure 3: Technology co-occurrence hypernetwork 
visualization graph. 

Table 1: Sub-network. 

Hypernetwork hypernet-1 hypernet-10
Number of patents 1379 228
Number of technical nodes 1506 440
Number of binary 
relationships 211 47 

Number of multiple 
relationships 713 125 

Relationship and node 
quantity ratio 0.61 0.39 

4.2 Technology Clustering 

When training the technical node vectors, a 
hypernetwork embedding model HGNN is 
constructed using the DHG library. The optimal 
multivariate relationship structure, model 
architecture, and training parameters are 
automatically searched through the Optuna library. 
The number of hidden layers, hidden layer dimension, 
weight attenuation, and learning rate are set to 5, 15, 
0.0001, and 0.008, respectively. To verify the 
effectiveness of HGNN, t-SNE[37] was used to map 
the technical node vector to a two-dimensional 
Euclidean space. Nodes with similar local structural 
features are closer in this space, as shown in Figure 4. 
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hypernet-1                        hypernet-10 

Figure 6: Visualization of technical node vectors. 

4.3 Core Technology Discovery and 
Analysis 

To verify the effectiveness of the method proposed in 
this article, our experiment takes network efficiency 
and the rate of decrease in maximum connectivity 
coefficient as evaluation indicators, and compares the 
core technology discovery index CT based on 
hypernetworks and the recognition index degree 
centrality, weighted centrality and structural holes 
based on ordinary network structures Comparative 
analysis will be conducted using k-kernel analysis, 
degree centrality, clustering coefficients, etc. Among 
them, The CT index removes technology nodes with 
centrality values of Top-5 from each technology 
cluster in hypernet-k, and calculates the decline rate 
of two evaluation indicators. Based on the ordinary 
network structure, the indicators need to first convert 
the hypernetwork-k to the ordinary network structure 
before calculating the descent rate. The specific 
process is as follows: 1) For the hyperedge of the 
binary relationship (IPCଵ, IPCଶ)， Directly construct 
its two nodes as edges of a regular network. (2) For 
the hyperedges of n-ary co-occurrence relationships (IPCଵ, IPCଶ, … , IPC୬)， If n>2, combine the technical 
nodes in pairs and decompose them into 𝐶ଶ ordinary 
edges; If n<2, discard the hyperedge. (3) Sort nodes 
based on indicator values, remove the same number 
of nodes as the CT indicator, and calculate the descent 
rate. The network efficiency and the decrease rate of 
maximum connectivity coefficient of the network are 
calculated as follows: 

 ∇E = ౘ౨ି౪౨ౘ౨                        (17) Eଵ = ଵ(ିଵ) ∑ ଵௗೕ,∈;ஷ                   (18) Eଶ =                                (19) 

Among them, Eଵ  represents network efficiency, 
and its value is the average of the reciprocal sum of 

the shortest paths between nodes, Eଶ is the maximum 
connectivity coefficient. M is the number of nodes, 𝑑 is the shortest distance between node i and node j, 
L is the number of nodes in the largest connected 
subgraph. The larger the ∇E, the greater the decrease 
in network efficiency and maximum connectivity 
coefficient, indicating that the deleted nodes have 
higher importance and influence. The network 
efficiency of hypernet-k and the decrease rate of 
maximum connectivity coefficient are shown in 
Table 2. 

Table 2: Network efficiency and connectivity coefficient 
decline rate. 

Centrality 
indicators 

Network efficiency 
decline rate 

Maximum 
connectivity 
coefficient decrease 
rate 

hypernet-
1

hypernet-
10 hypernet-1 hypernet-

10 
Degree 
centrality 0.21 0.15 0.35 0.34 

Convergence 
factor 0.24 0.17 0.34 0.37 

Weighted 
centrality 0.34 0.23 0.51 0.48 

K-kernel 
analysis+degree 
centrality

0.38 0.25 0.57 0.51 

CT 0.41 0.27 0.63 0.54

5 CONCLUSIONS 

In response to the limitation that traditional 
technology co-occurrence networks can only describe 
binary co-occurrence relationships, this paper extends 
ordinary networks to a hypernetwork structure to 
model complex multivariate co-occurrence 
relationships between entities in a more flexible 
pattern. To more accurately perceive different types 
of core technologies, the HGNN model is used to fuse 
the structural features and node attribute features of 
the hypernetwork to generate technical node vectors, 
and FCM fuzzy clustering is used to obtain technical 
clusters for different topics. Due to the tendency of 
traditional centrality metrics to fall into local optima 
and not be applicable to hypernetwork structures, we 
extend metrics based on ordinary network structures 
to hypernetwork structures and identify core 
technology nodes in technology clusters from three 
dimensions: local, semi local, and global. 
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Abstract: This paper focuses on learning models that can detect fraudulent websites accurately enough to help users 

avoid becoming a victim of fraud. Both classical machine learning methods and neural network learning were 

used for modelling. Attributes were extracted from the content and the structure of fraudulent websites, as 

well as attributes derived from the way of their using, to generate the detection models. The best model was 

used in an application in the form of a Google Chrome browser extension. The application may be beneficial 

in the future for new users and older people who are more prone to believe scammers. By focusing on key 

factors such as URL syntax, hostname legitimacy, and other special attributes, the app can help prevent 

financial loss and protect individuals and businesses from online fraud. 

1 INTRODUCTION 

The Internet gives us many advantages, but there are 

also disadvantages and threats to this wonderful tool. 

Hacker attacks, stolen personal data and whitewashed 

accounts are often mentioned in the media. Many 

people still fall into the trap of scammers even though 

there is a huge effort by the authorities to stop these 

scams. What do these scams look like? Can they be 

stopped? How can such scams be avoided and how 

can internet users be alerted using a smart app? This 

article offers answers to these questions and possible 

solutions. 

Phishing attacks have become a major concern in 

the digital age, posing significant threats to users' 

online security. Detecting and preventing phishing 

websites is crucial to protect individuals and 

organizations from falling victim to cybercrimes.  

The Australian Government's website 

(scamwatch.gov.au) shows how the number of 

reports of fraud and the amount of money lost has 

evolved. In 2019, Australians lost more than $142 

million to scammers. In 2020 it was $175 million in 

2021 - $323 million and in the first 3 months of 2022 

alone people lost $167 million to scams, more than in 

the whole of 2019. As we can see, this problem is only 

getting worse. 

 

a  https://orcid.org/0000-0002-7741-4039 

Large companies are also falling victim to internet 

fraud. For example, if a hacker gains access to an 

employee's email of a company and sends a phishing 

page that looks like a company login sent to the 

employee from a supervisor, the hacker can gain 

access to sensitive company information and the 

company can suffer major financial losses. Or the 

fraudster will spread a link to a page that looks like a 

legitimate news site and inform the public about a 

false event, which in turn will negatively affect stock 

growth (Ciampaglia, 2018). 

The results of our research into the ability to 

model fraudulent behaviour on the web have been 

used to develop an application that can detect that a 

user is on a fraudulent website and inform the user if 

the application service is activated. We think that this 

application will be especially helpful for new Internet 

users and older people, who are most often victims of 

such scams and are the most vulnerable. 

2 FRAUDULENT WEB SITES 

The Internet has always been relatively secure in the 

realm of websites run by large companies, well-

known brands and other technology giants. Payment 

gateways on online stores are very well secured with 
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two/three and multi-factor authentication. But 

sometimes it happens that we get to a website that 

pretends to be trustworthy but a fraudster has created 

an exact copy of the site. We want to log in to our 

account but logging in doesn't work and our password 

and email have just been sent to the scammer. This 

method of creating a fraudulent site is called spoofing 

in English. Nowadays, DDoS attacks became a real 

problem. The number of DDoS attacks in 2021 has 

been recorded as high as 9.75 million (Vermer, 2021). 

Although DDoS attacks are more frequent, modern 

servers can handle them more easily than in the past. 

In 2021, hackers managed to obtain just one 

single password to the system of the US oil pipeline 

company Colonial Pipeline (Turton, 2021). The 

hackers gained access to the system after an employee 

entered the password to a fraudulent website posing 

as the company's VPN. The hackers then locked down 

the entire system using ransomware and demanded a 

ransom of 75 bitcoins ($4.4 million at the time).  

In July 2020, Twitter employees were the target 

of a phishing attack, and hackers managed to gain 

access to the accounts of many celebrities as Elon 

Musk, Bill Gates, and shared the message that if you 

send Bitcoin to a certain Bitcoin address, your deposit 

will be doubled (Leswing, 2021). The scam was also 

shared by hacked accounts of well-known financiers 

such as Mike Bloomberg and Warren Buffet. This 

was an example of a scam called a Ponzi scheme. 

Factors such as page load time, SSL protocol and 

contact details play an important role in identifying a 

fraudulent site (Fedorko, 2020). If the loading time of 

a web page is longer than 5 seconds, it causes a 

decrease in the credibility of the page. According to 

the latest rules, all websites should have SSL. It is the 

"https:" at the beginning of the URL. The presence of 

SSL increases the credibility of the website. Also, 

visibly accessible contact information - phone 

number, e-mail address, brief information about the 

company, for example, physical address, ID number, 

etc. increase the credibility of the website. 

2.1 Related Works 

Several studies have focused on what fraudulent sites 

have in common and how big the differences are 

between phishing sites, fraudulent payment gateways, 

fraudulent online stores and sites that pretend to be 

legitimate news organizations. For example, one of the 

common features that fraudulent sites have in common 

are invalid certificates and many buttons with broken 

links (Fedorko, 2020). In this study a descriptive 

statistic, multiple linear regression and structural 

equation modelling were used.  

Other research, which worked with a dataset of 

phishing websites (Hannousse, 2021), discusses an 

importance of the syntax of URLs, i.e., how many 

special characters are in a link, how long the link is, 

how many times the www subdomain is in the link, 

whether the link contains the name of a globally 

known brand, and also whether the domain is 

registered at all and if so what is its age. These are 

features that we can more easily extract and 

preprocess for machine learning models. In this study, 

following machine learning were used for detection 

models training: logistic regression, random forest 

and support vector machines. The best performing 

model was learned using random forests method. 

In 2013, research was conducted where 2046 

participants decide whether or not the website 

displayed is trustworthy on a scale of 1-5. Those 

participants who very frequently ranked websites 

with the number 5 or the number 1 were often the 

most wrong in their decisions (Rafalak, 2014). In the 

study, descriptive statistics were used for estimated 

psychological traits levels. The results of this research 

are helpful in designing a method to detect fraudulent 

websites. 

Nowadays, more and more user-generated 

content is hosted on web servers that belong to a small 

group of giant technology companies. This trend is 

leading to a centralized web with many problems. 

These could be addressed by decentralizing the web, 

which has the potential to ensure that the end-user 

always knows that the website they are currently on 

is from a legitimate source or not. A study (Kim, 

2021) proposes a blockchain-based way of operating 

such a decentralized web.  

Another way to prevent phishing and password 

leaks is by using blockchain encryption of messages 

and communications in companies between company 

servers when logging into the system. If an employee 

sends a login key or password to a corporate system, 

the blockchain ensures through a stored hash that only 

the target corporate server can read the content of the 

message - i.e. the password (Cai, 2017). In this case, 

it cannot happen that the content of the message - the 

password to the system, can be read by a hacker who 

sent a phishing website to the employee. 

The study (Rutherford, 2022) demonstrates that 

the machine learning approach is viable with 

validation accuracy ranging from 49 to 86%. The 

support vector machine was able to predict whether a 

cadet would be compromised upon receipt of a 

phishing attack with a 55% accuracy while a recall 

score was 71%. On the other hand, logistic regression 

model had the highest 86% accuracy while 

maintaining a recall score only of 16%. 
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In the paper (Aljabri, 2022), in addition to the 

classic machine learning methods, it was also used a 

deep learning. For classification performance in 

identifying phishing websites, random forest 

algorithm achieved the highest accuracy. 

The article (Alnemari, 2023) presents 

experiments with phishing detection models learned 

using artificial neural networks, support vector 

machines, decision trees, and random forest 

techniques. Their results show that the model based 

on the random forest technique is the most accurate. 

The analysis of related works in the field showed, 

that blockchain encryption and descriptive statistic 

are often used. From machine learning methods 

mainly logistic regression, random forest and support 

vector machines were used. So we have decided to 

use logistic regression from statistical methods of 

machine learning and random forests as very 

successful method of ensemble learning, and two 

other methods of ensemble learning - gradient 

boosting and ADABoost. We also experimented with 

neural networks, as they have recently been 

successful in solving a wide range of problems.  

3 USED METHODS 

3.1 Classic Machine Learning 

We have used one of methods of regression analysis 

namely logistic regression (LR) as the classic statistic 

machine learning method suitable for detection 

models generation on numerical, non-text data. The 

LR   is a technique to estimate parameters of a logistic 

model. Logistic model is a model where linear 

combinations of independent variables are 

transformed using a specific type of logistic function, 

mostly a sigmoid function (Brownlee, 2023).  

We also tested approaches based on ensemble 

learning such as boosting (gradient boosting - GB and 

XGBoost – extreme boosting) and random forest 

(RF). The ensemble learning is based on the idea of 

combination of several weak prediction models into 

one stronger model for final decision.  

The GB provide this by iterative minimizing the 

loss function. The algorithm generates a set of 

decision trees where each tree is trained to predict the 

difference between the predicted and true values (i.e., 

residual values) of the previous tree. The algorithm 

then calculates the residues of the predictions and 

trains a new decision tree to predict these residues. 

This process is repeated several times. The final 

prediction is obtained by voting or averaging the 

results of particular trees. One of the benefits of GB 

regression is its ability to handle a wide variety of data 

types. In addition, it is known for its high accuracy 

and robustness, as well as its ability to process high-

dimensional data. However, it also has some 

limitations. One is that it can be a computationally 

complex, especially for large datasets. Another 

limitation is that the model can be sensitive to the 

choice of hyper parameters such as learning speed 

and the number of trees in the file (Ke, 2017). 

 XGBoost (Extreme Gradient Boosting) is 

designed to improve the performance of traditional 

gradient boosting algorithms using a combination of 

regularization and parallel processing techniques. 

Regularization techniques such as L1 and L2 are used 

to prevent overtraining and improve generalization 

performance. XGBoost also uses a technique to trim 

trees, further reducing overtraining and improving 

model efficiency (Chen, 2016). 

RF tries to minimize the variance by creating more 

decision trees in different parts of the same training 

data. Individual trees are de-correlated using a random 

selection of a subset of attributes. The method achieves 

the final classification by voting or averaging the 

results of particular trees. RF method is used mainly in 

cases where a limited amount of data is available, 

which significantly reduces memory requirements 

when generating many trees (Donges, 2024). 

3.2 Neural Networks 

We also experimented with very successful methods 

for generating of artificial neural networks, namely 

LSTM (long-short term memory), CNN 

(convolutional neural network) and MLP (multi-layer 

perceptron). 

LSTM is the most known recurrent neural 

network, which can re-store information a longer time 

and that is why they can process longer sequence of 

inputs. LSTM networks are composed of repeating 

modules (LSTM blocks) in the form of a chain. The 

basis of LSTM is a horizontal line through which a 

vector passes between individual blocks. There are 

three gates (input, forget and output gate) in 

individual cells. These gates are used to remove or 

add information to the state of the block. Information 

passes through these gates, which are composed of 

neurons with a sigmoidal activation function. 

Depending on the value of the output on these 

neurons, certain amount of information passes 

through it (0 means that no information passes 

through the gate and 1 means that everything passes 

through the gate) (Ralf, 2019). 

The basic building block of the CNN network is a 

convolutional layer that applies a set of filters to the 
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input and extracts properties from it. Filters are 

learned by training as weights and other parameters. 

Filters are usually small in size to capture local 

patterns in the data. The output from the 

convolutional layer is then transmitted through a 

nonlinear activation function such as ReLU 

(Rectified Linear Unit) to insert nonlinearity into the 

network. In addition to convolutional layers, CNN 

networks typically include post-layer pooling, which 

reduces dimensionality and helps prevent overfitting. 

The most common type is max pooling, which selects 

the maximum value in a certain local region of the 

property map. The last layers of the CNN network are 

usually fully interconnected layers. The output from 

the last layer is used for prediction (He, 2016). 

MLP consists of multiple layers of interconnected 

neurons, each performing a nonlinear transformation 

at its input. The basic building block of MLP is the 

perceptron, which receives a set of input values and 

produces a single output value. The output of a 

perceptron is determined by the weighted sum of its 

inputs that passes through a nonlinear activation 

function such as a sigmoid or ReLU function. MLPs 

are powerful models that can learn complex nonlinear 

input-output relationships (Goodfellow, 2016). 

4 MODELS TRAINING AND 

TESTING 

4.1 Dataset Description 

We sourced data from (Hannousse, 2021). Dataset is 

also available to download from (Kaggle, 2024). This 

dataset contains 11 429 URL addresses, and has 87 

attributes and information about its legitimacy; 50% 

of URLs were legitimate and 50% of URLs were 

linking to phishing websites. Dataset contains 3 types 

of attributes: attributes extracted from syntax of URL, 

attributes extracted from source code of a website and 

attributes that were queried using APIs. Dataset was 

split to 2 datasets. We also created 3rd dataset, which 

contained URLs with 34 extracted attributes. These 

URLs were of a browsing history of a simulated user. 

All datasets were loaded and adjusted in python 

programming environment – Spyder Anaconda using 

library pandas. 

Dataset 1 was full dataset with all 87 attributes. 

This dataset was used to test the suitability of a 

diverse group of models from simple ones that use 

one function for classification to more complex ones 

that use network of functions for classification. 

 Dataset 2 was reduced to 34 attributes. The rest 

53 attributes were removed from the dataset 2 

because we couldn’t reliably extract their values from 

websites other than those in the kaggle dataset, so the 

final model learned also from those 53 attributes 

would not be sufficiently general while using for 

phishing detection on a random website. The 

methodology of filtering was based on indication of 

missing values during the extraction process. The 

reason for those extraction errors (missing values of 

attributes) could be that many of phishing websites 

are after some period blocked by internet provider, 

blocked by firewall or antivirus software or simply no 

longer exist. The chosen 34 attributes are detailed in 

the Appendix. We expected that after attributes 

reduction the performance of models could be 

negatively impacted but extraction of attributes 

values was much faster (from 30 seconds to less than 

one second). 

Dataset 3 was used to test the functionality of the 

application. It contained 100 URLs of a simulated 

user, every URL contained 34 attributes (same as in 

dataset 2) and information of legitimacy of an URL. 

4.2 Methodology 

We chose a diverse type of models from the simplest 

ones to models based on learning an artificial neural 

networks. We have also used techniques of ensemble 

learning as random forest, gradient boosting, and 

XGBoost. All these different types of methods were 

chosen to see how well they can classify target 

attribute – phishing webpage. The above-mentioned 

models were trained at first on Dataset 1 (first round). 

Then three best methods were used for training on 

Dataset 2 with reduced number of attributes (second 

round) and only one best method was used for 

training on Dataset 3 (final round). The process is 

illustrated in Figure 1. 

4.3 First Round of Training 

Models were trained in python programming 

environment – Spyder Anaconda using library scikit-

learn. Dataset 1 with 87 attributes was split into train 

and test dataset (ratio 80:20). In both sets the ratio of 

legitimate and phishing URLs was 50:50. Following 

models were trained and tested on this dataset: LR, 

GB, XGBoost, RF, LSTM, CNN, and MLP. The 

number of models (for example trees in RF) was set 

on 100. The same n_estimators=100 was set for GB 

and XGBoost. The hyper-parameters of the various 

NNs are presented in Table 3 and Table 4. 
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Figure 1: The methodology of models training. 

After testing we evaluated the accuracy of every 

model and for next training (second round) chose 

only those, that achieved accuracy of more than 95%. 

We chose accuracy as metric to compare models 

because accuracy is most basic metric that evaluates 

general performance of models. This metric is also 

suitable for a balanced dataset.  

Models that achieved expected accuracy were: 

GB, LSTM and MLP Neural Network. Other Metrics 

such as precision, recall, sensitivity, F1-score, and 

Matthew’s correlation coefficient were calculated for 

the tested models and are shown on Table 1 and 2. 

The mentioned three best methods were used for 

training on Dataset 2 with reduced number of 

attributes. The reason for this was that we wanted to 

see how much the accuracy of these models drops 

when we train them on less complete and complex 

data, but which are more suitable for use in real-world 

conditions, since it is not necessary to extract all 87 

attributes values considered at the beginning of 

training process. In recognition of the phishing pages, 

we need to extract for them all values of all attributes, 

which were used in final model training.  

Table 1: The results of experiments on Dataset 1 using LR, 

GB, XGB (XGBoost) and RF. The shortcut Matthews CC 

is Matthew’s Correlation Coefficient. 

Method LR GB XGB RF 

Accuracy 0.783 0.952 0.949 0.925 

Precision 0.823 0.956 0.953 0.921 

Recall 0.760 0.953 0.949 0.934 

Specificity 0.810 0.951 0.948 0.915 

F1 Score 0.790 0.954 0.951 0.927 

Matthews CC 0.568 0.904 0.897 0.849 

In Table1 and Table 2, there are bolded the results 

in accuracy of three best models. In Table 1 it is GB 

– gradient boosting, and in Table 2 they are LSTM – 

long-short term memory, and MLP - multi-layer 

perceptron. 

Table 2: The results of experiments on Dataset 1 using 

CNN, LSTM, and MLP. 

Method CNN LSTM MLP 

Accuracy 0.942 0.954 0.963 

Precision 0.951 0.954 0.952 

Recall 0.939 0.958 0.974 

Specificity 0.946 0.950 0.953 

F1 Score 0.945 0.956 0.963 

Matthews CC 0.884 0.908 0.927 

4.4 Second Round of Training 

We determined that going forward, we would only 

train models on Dataset 2 that exceeded 

accuracy=0.95 in the first round on Dataset 1, and 

thus GB, LSTM and MLP were selected.  

We used the scikit-learn library to train the GB 

model. In the first step of testing, normalized data 

entered the learning process. We defined the model as 

follows:  

▪ model=GradientBoostingClassifier 

(n_estimators=100,  

▪ learning_rate=0.1,  

▪ max_depth=3).  

We then trained and tested the model with the 

functions:  

▪ model.fit(X_train, y_train)   

▪ tested y_pred=model.predict(X_test).  
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Finally, we displayed the confusion matrix with the 

function cm=confusion_matrix(y_test, y_pred). 

 

The LSTM model was trained using the keras 

library. In the first step, it was necessary to change the 

shape of the input normalized data to make it suitable 

for the LSTM model. This reshaping was done with 

the following functions:  

▪ X_train=np.reshape(X_train,(X_train.shape

[0],1,X_train.shape[1])); 

▪ X_test=np.reshape(X_test,(X_test.shape[0],

1,X_test.shape[1])).  

 

We defined the model architecture with the 

following functions (see Table 3). 

Table 3: The architecture of the LSTM model. 

Method LSTM 

model “sequential()” 

model_add (LSTM) 128 neurons 

input_shape 1 

return_sequencies False 

dense 64, activation=”relu” 

dense 1, activation=”sigmoid” 

optimizer Adam, lr=0.001 

model_compile loss=”binary_crossentropy” 

optimizer_metrics “accuracy” 

 

For training the MLP model, we also used the 

scikit-learn library. In the first step of training, 

normalized data entered the learning process. We 

defined the model as follows (see Table 4).  

Table 4: The architecture of the MLP model. 

Method MLP 

model “MLPClassifier” 

solver “adam” 

alpha 0,01 

hidden_layer_sizes 100, 100, 100, 100, 100 

max_iter 100 

random_state 44 

 

The results of testing of all the models trained on 

Dataset 2 are shown in Table 5. 

Table 5: The results of experiments on Dataset 2 using GB, 

LSTM and MLP. 

Method GB LSTM MLP 

Accuracy 0.925 0.933 0.948 

Precision 0.927 0.940 0.935 

Recall 0.929 0.932 0.960 

Specificity 0.920 0.933 0.935 

F1 Score 0.928 0.936 0.947 

Matthews CC 0.850 0.865 0.895 

The predicted reduction in accuracy in the second 

round of training GB model was confirmed but the 

reduction in accuracy was minimal from 95.22% to 

92.5%. The reduction in accuracy of the LSTM model 

in the training on Dataset 2 was also confirmed but 

the reduction in accuracy was also minimal from 

95.40% to 93.25%, and similarly for MLP model was 

observed the reduction of accuracy, but the reduction 

was the lowest - only 1.57%. The final best MLP 

model has been retrained on Dataset 3 and used in our 

application for phishing detection. 

5 PHISHING DETECTION 

APPLICATION 

It is important for the proper functioning of the 

application to ensure smooth operation. The 

application cannot slow down the page load time and 

at the same time it must evaluate the page fast enough 

to inform the user about the threat. The threat 

information should not block the website but rather 

alert the user with a pop-up window, as an extension 

for Google Chrome, not as a new browser window. 

If a website is flagged as fraudulent, because 

posing as a real news service or because this is a 

satirical site such as babylonbee.com or 

theonion.com, should the app block access to such 

sites? We think not. We just want to inform the user 

that what they are reading may not be true or the 

website is not a legitimate news service. So, we would 

like to stick to the principle of freedom of expression 

and just warn the user. 

This work introduces a functional web application 

(Google Chrome extension) that can detect 

fake/phishing/spoofing websites and is intended to 

help people not to be fooled and robbed. Our 

application consists of two parts. 

The first part – Python script - is launched 

automatically when browser is launched, user does 

not interact with this part at all. Python script is coded 

in a form of server that awaits input from browser – 

from extension using REST – get method. When 

script gets the URL sent from Chrome extension, 

MLP model trained on dataset 2 extracts all 34 

attributes from URL and URL is evaluated. If URL is 

evaluated as phishing, number 1 is sent to extension, 

if URL is evaluated as legitimate, number 0 is sent to 

extension. 

The second part – Google Chrome extension - is 

part that user will see and can interact with it. The 

application is situated on the top right corner of 

browser for good visibility, as shown in Figure 2. 
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The extension automatically sends newly opened 

URLs to Python script using REST method put. While 

waiting for response, extension changes its colour to 

yellow and text changes to “LOAD…” indicating that 

extension is waiting for response (shown in Figure 2). 

If 5 seconds passes and no response follows, 

extension changes its colour to orange and text 

changes to “ERR” indicating error message (shown in 

left part of Figure 3). If extension receives number 0 

in 5 seconds time, extension changes its colour to 

green and text changes to “tick” symbol (shown in the 

middle part of Figure 3). If extension receives number 

1 (python script evaluated URL as phishing site), the 

extension changes its colour to red and text changes 

to “X” symbol (shown in right part of Figure 3). 

 

 

Figure 2: The illustration of our application as Google 

Chrome extension. 

 

Figure 3: The illustration of different responses of the 

application. 

6 CONCLUSIONS 

Our study demonstrates the effectiveness of machine 

learning models in detecting phishing websites. We 

have trained and tested all selected models on the 

entire Dataset 1 - 87 attributes and expected accuracy 

of at least 95%. The models that achieved the required 

accuracy in the first round were MLP, LSTM and GB. 

In the second round of training, we used Dataset 2 

reduced to 34 attributes (attributes that we can 

reliably extract from various websites outside the 

dataset). We re-trained and tested the models that 

advanced to this second round. We expected an 

accuracy of at least 90% and this was achieved for all 

three models in the second round. The highest 

accuracy was achieved by the Multilayer Perceptron 

(MLP) model at 94.75%. We used this model in 

developing a web application for real-time phishing 

detection. This solution can enhance online security 

and provide users with instant alerts regarding the 

legitimacy and trustworthiness of visited websites. 

This approach offers a proactive solution to combat 

phishing attacks and reduce the risk of cybercrimes. 
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APPENDIX 

The attributes in the Dataset 2 were following: 

▪ length_url - is the length of the URL obtained by 

the function len(url) 

▪ length_hostname is the length of the hostname 

obtained by len(urlparse(url).netloc) 

▪ ip detects if the URL is in IP shape 

▪ nb_dots detects the number of "." characters in 

URL  

▪ nb_hyphens detects the number of "-" in URL  

▪ nb_at detects the number of "@" in URL  

▪ nb_qm detects the number of "?" in URL 

▪ nb_and detects the number of "&" in URL  

▪ nb_or detects the number of "|" in URL  

▪ nb_eq detects the number of "=" in URL  

▪ nb_underscore detects the number of "_" in URL  

▪ nb_tilde detects whether the character " ~ " is 

present in the URL with the function 

url.count('~')>0 

▪ nb_percent detects the number of "%" in URL 

▪ nb_slash detects the number of "/" in URL  

▪ nb_star detects the number of "*" in URL  

▪ nb_colon detects the number of " : " in URL  

▪ nb_comma detects the number of " , " in URL  

▪ nb_semicolumn detects the number of " ; " in 

URL  

▪ nb_dollar detects the number of "$" in URL  

▪ nb_space detects the number of spaces in the 

URL  

▪ nb_www detects the number of strings "www" in 

the URL with the function url.count('www') 

▪ nb_com detects the number of "com" strings in 

the URL with the url.count('com') function 

▪ nb_slash detects the number of "//" in URL  

▪ https_token detects whether the string "https" is 

present in the URL 

▪ ratio_digits_url detects the ratio between the 

number of digits and the number of other non-

numeric characters in the URL  

▪ abnormal_subdomain detects the abnormal 

shape of the subdomain "www" with the function 

re.search('(http[s]?://(w[w]?|\d))([w]?(\d|-

)))',url) 

▪ nb_subdomains counts the number of 

subdomains in the URL with the function 

len(re.findall("\.",url)) 

▪ prefix_suffix finds out if there are 

prefixes/suffixes in the URL with the function 

re.findall(r "https?://[^\-]+-[^\-]+/",url) 

▪ shortening_service detects if the URL is 

shortened by services such as tinyurl, bit.ly, 

bit.do, etc. 

▪ phish_hints detects if there are strings in the link 

that may point to a phishing link. Strings such as: 

"wp", "login", "css", "plugins", etc. 

▪ domain_in_brand detects if there is a name 

string from the tag list in the URL. Tags like: 

"Pepsi", "Adidas", "Adobe", "Amazon", 

"Google", etc. 

▪ website registered in WHOIS database, 

▪ domain_registration_length 

▪ websites PageRank  
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Abstract: Topic modelling, a type of clustering for textual data, is a popular method to extract themes from text. Methods
such as Latent Dirichlet Allocation (LDA), Latent Semantic Analysis (LSA) and Non-negative Matrix Factor-
ization (NMF) have been successfully used across a wide range of applications. Large Language Models, such
as BERT, have led to significant improvements in machine learning tasks for textual data in general, as well
as topic modelling, in particular. In this paper, we compare the performance of a BERT-based topic modelling
approach with LDA, LSA and NMF on textual feedback from students about their mental health and remote
learning experience during the COVID-19 pandemic. While all methods lead to coherent and distinct topics,
the BERT-based approach and NMF are able to identify more fine-grained topics. Moreover, while NMF re-
sulted in more detailed topics about the students’ mental health-related experiences, the BERT-based approach
produced more detailed topics about the students’ experiences with remote learning.

1 INTRODUCTION

Machine learning tasks are typically divided into
supervised and unsupervised learning (Berry et al.,
2019). For textual data, one of the most used un-
supervised methods is topic modelling, which is a
type of clustering that extracts topics or themes from
text (Zhao et al., 2021).

Three of the most popular methods for topic mod-
elling are Latent Dirichlet Allocation (LDA) (Blei
et al., 2003), Latent Semantic Analysis (LSA) (Deer-
wester et al., 1990) and Non-negative Matrix Fac-
torization (NMF) (Lee and Seung, 1999). Since
the arrival of Large Language Models (LLMs) in
2017 (Vaswani et al., 2017), pre-trained deep learn-
ing models like BERT (Bidirectional Encoder Rep-
resentations from Transformers) (Devlin et al., 2019)
have shown impressive results for unsupervised learn-
ing across many applications (e.g., (Abuzayed and Al-
Khalifa, 2021; Egger and Yu, 2022; Sharifian-Attar
et al., 2022)). Compared with other topic modelling
approaches, BERT-based models have the following
two key advantages: (1) because they were trained

a https://orcid.org/0000-0003-0249-4617
b https://orcid.org/0000-0002-5063-1295
c https://orcid.org/0000-0002-5617-1779

on large amounts of data, they have the capacity to
encode complex semantic relationships, and (2) the
ability to capture both left and right contexts, which
accounts for the term “bidirectional” (Devlin et al.,
2019).

In this paper, we compare a BERT-based topic
modeling approach with LDA, LSA, and NMF to
identify relevant topics from student feedback on their
COVID-19 pandemic experience, focusing on mental
health and remote learning.

The main contribution of the paper is a compar-
ative analysis of topic modeling using LLMs like
BERT against traditional methods. Few studies have
explored this comparison, leaving the superiority of
newer approaches uncertain. We investigate whether
BERT provides an advantage over traditional meth-
ods in analyzing student feedback on pandemic expe-
riences. Our study compares topics identified using
BERT-based modeling with NMF, LDA, and LSA.

The rest of the paper is structured as follows: Sec-
tion 2 reviews background and related work, Section 3
details the experimental setup, Section 4 presents the
results, Section 5 compares methods and discusses
findings and Section 6 concludes with future research
directions.
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2 RELATED WORK

This section provides an overview of LDA, LSA, and
NMF, reviews research on student feedback, and dis-
cusses evaluation approaches for topic modeling.

LDA is a probabilistic generative model widely
used for topic modeling in natural language process-
ing (NLP) (Blei et al., 2003). It assumes that each
document in a corpus is a mixture of topics, and each
topic is a distribution over words. LDA aims to un-
cover latent topics from a collection of documents by
iteratively assigning words to topics and adjusting as-
signments to maximize the likelihood of the data.

LSA (Deerwester et al., 1990) is a technique used
for dimensionality reduction and semantic analysis of
textual data. It employs Singular Value Decomposi-
tion (SVD) to identify latent semantic structure in a
corpus by capturing relationships between terms and
documents, representing them in a lower-dimensional
space for easier detection of semantic similarities.

NMF (Lee and Seung, 1999) is a dimensionality
reduction technique widely used in natural language
processing (NLP) and other fields. It decomposes a
non-negative matrix into two lower-dimensional ma-
trices, representing topics and document-topic distri-
butions. NMF is applied to tasks such as topic mod-
eling, document clustering, and feature extraction.

BERT (Grootendorst, 2022) is a pre-trained deep
learning model developed by Google for natural lan-
guage processing tasks. It excels in capturing con-
textual information bidirectionally, enabling it to un-
derstand the meaning of words in context more effec-
tively than previous models. BERT has revolutionized
NLP tasks by leveraging large-scale pre-training on
vast text data and fine-tuning for specific downstream
tasks, e.g., (Ding et al., 2023; Malladi et al., 2023).

Topic modelling has been used to analyse student
feedback in many studies, e.g., (Buenano-Fernandez
et al., 2020; Hujala et al., 2020; Sun and Yan,
2023). There have also been several studies inves-
tigating student experiences during the COVID-19
pandemic (e.g., (Oliveira et al., 2021; Stevanović
et al., 2021; Waheeb et al., 2022). Many studies also
employ BERT-based models with educational-related
data (e.g., (Bai and Stede, 2023; Cochran et al., 2023;
Sung et al., 2019)). However, to our knowledge, only
one study has used BERT-based topic modeling on
student feedback (Masala et al., 2021), and none have
focused on students’ COVID-19 experiences through
open-text responses.

We are aware that other studies (e.g., (Müller
et al., 2023; Wang et al., 2020; Xu et al., 2022))
have used BERT-based topic modeling to examine
COVID-19 experiences in the general population, but

they focus on social media data, not student responses
from open-ended questionnaires. Therefore, these
studies are not directly relevant to our research.

The one study we found using a BERT-based topic
modeling technique (Masala et al., 2021) concen-
trated on examining student textual feedback at the
course level. The researchers developed a tool that an-
alyzed large volumes of student feedback, producing
clusters of similar contexts and recurring keywords
for each course. The processing pipeline involved ex-
tracting general evaluations, restoring diacritics using
RoBERT (a Romanian BERT model), and performing
keyword extraction with KeyBERT (fine-tuned for the
Romanian language). To capture the context around
these keywords, they utilized two methods: extract-
ing sentences containing the keywords and using de-
pendency tree traversal to gather related context. The
extracted contexts were then grouped using K-Means
clustering applied to BERT-generated embeddings.

In contrast, our study applies multiple topic mod-
eling techniques to analyze survey responses related
to mental health and remote learning during the
COVID-19 pandemic. We explore several algorithms,
including BERT-based embeddings, Latent Dirichlet
Allocation (LDA), Latent Semantic Analysis (LSA),
and Non-negative Matrix Factorization (NMF). Addi-
tionally, our study incorporates dimensionality reduc-
tion using UMAP and clustering with HDBSCAN to
discover underlying topics in the survey data.

We now turn our attention to the evaluation of
topic modeling techniques. In supervised learning,
techniques are evaluated by comparing the predic-
tions against a known ground truth, but in unsuper-
vised learning, such ground truth is often absent, mak-
ing evaluation challenging without human judgment.
Although various metrics are used to evaluate topic
modeling and clustering methods, performance can
vary widely across techniques and data types (Doogan
and Buntine, 2021; Harrando et al., 2021), and the va-
lidity of fully automated evaluations without human
judgment has been questioned (Hoyle et al., 2021).

Some clustering/topic modelling techniques re-
quire as input the number of clusters/topics, while for
others, the ‘optimal’ number emerges from the data.
For the former, metrics like coherence scores (Abdel-
razek et al., 2023; O’Callaghan et al., 2015), can help
determine the optimal number of topics, but these also
need human judgment (Doogan and Buntine, 2021).
In our research, we combined coherence scores with
human evaluation.

While the usefulness of BERT-based approaches
for topic modelling has been shown for different types
of education-related data, there has only been one
study using a BERT-based approach on student feed-
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back from open-ended questions and this study did
not include a comparison with other topic modelling
approaches. Our study contributes to a better under-
standing of the usefulness of BERT by providing the
first comparative study for this type of data.

3 EXPERIMENTAL SETUP

In this section, we describe the data collection and
preprocessing, as well as the process for topic mod-
elling for each of the four investigated approaches.

3.1 Data Collection

Data collection for this research involved conduct-
ing a survey among students at a UK university in
2022. The aim was to assess the influence of the
COVID-19 pandemic on students. The questionnaire
included four open-ended prompts designed to clar-
ify the particular difficulties students encountered re-
garding their mental well-being and remote learning
during the pandemic: ‘What challenges or issues re-
garding mental health did you face during the pan-
demic? What aspects, if any, did you struggle with?’;
‘Please share any other comments/ opinions/ solu-
tions about your mental health during the pandemic.’;
‘What challenges or issues regarding remote learn-
ing did you face during the pandemic? What as-
pects, if any, did you struggle with?’ and ‘Please
share any other comments/ opinions/ solutions about
remote learning during the pandemic.’

Ethical approval was obtained from the univer-
sity’s Ethics Committee before distribution. The sur-
vey was distributed using email lists specific to each
faculty, reaching out to a diverse group of students
from different academic disciplines such as social sci-
ences, humanities, business and law, and technology.
The involvement in the survey was voluntary and re-
spondents remained anonymous.

Responses from 340 participants included 696
submissions from the open-ended questions: 375 on
mental health and 321 on remote learning. The sam-
ple size for topic modeling consisted of all 696 textual
responses. We made this decision due to the preva-
lence of short answers and many students responding
selectively to some questions and not others.

3.2 Data Preprocessing

Data preprocessing was conducted to prepare the
textual data for analysis. Specifically, this pro-
cess included the elimination of stop words, such as
“the,” “is,” and “and”, which are common words that

provide little value in understanding the underlying
themes of the text. Special characters and numbers
not contributing to semantic analysis were also fil-
tered out to refine the dataset and improve the quality
of information fed into the topic modeling algorithm.

3.3 Topic Modeling Algorithms

Four topic modeling algorithms were utilized: a
BERT approach described below, Latent Dirichlet Al-
location (LDA), Latent Semantic Analysis (LSA) and
Non-negative Matrix Factorization (NMF). The im-
plementation was carried out using Google Colab, a
cloud-based environment integrated with Python.
The BERT-Based Topic Modelling Approach. The
following steps were applied: 1) Obtaining document
embeddings by utilizing the ‘paraphrase-MiniLM-
L6-v2’ pre-trained model; 2) UMAP (Uniform Mani-
fold Approximation and Projection) (McInnes et al.,
2018) was used to reduce the dimensionality of
the embeddings, improving visualization and clus-
tering; 3) Performing clustering using the Hierarchi-
cal Density-Based Spatial Clustering of Applications
with Noise (HDBSCAN) (McInnes et al., 2017) algo-
rithm to generate the topics; 4) Using visualizations
to analyze the 10 most frequent words per topic, re-
sponse distribution across topics, and the dendrogram
from the clustering algorithm; 5) Conducting qual-
itative analysis to validate topics by examining re-
sponses assigned to each topic.
Latent Dirichlet Allocation (LDA). The following
steps were applied: 1) Using the Gensim library, a
dictionary and a document-term matrix were created
to represent the term frequency; 2) Applied LDA to
the document-term matrix to infer the underlying top-
ics and their word distributions; 3) Analyzing the re-
sulting topics by examining the most probable words
associated with each topic; 4) Conducting qualita-
tive analysis to validate the topics by reviewing docu-
ments assigned to each topic.
LSA (Latent Semantic Analysis). The following
steps were applied to derive the topics using LSA:
1) Creating a term-document matrix representing the
frequency of terms in documents. 2) Applying SVD
to the term-document matrix to decompose it into
three matrices: a term-concept matrix, a diagonal ma-
trix of singular values, and a concept-document ma-
trix. 3) Analyzing the resulting concept vectors to
identify latent semantic topics. 4) Conducting quali-
tative analysis to validate the topics by reviewing doc-
uments associated with each concept.
NMF (Non-Negative Matrix Factorization). The
following steps were applied: 1) Vectorizing the
preprocessed text data into a term-document matrix,
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where each row represents a document and each col-
umn represents a term. 2) Applying NMF to factor-
ize the term-document matrix into two matrices rep-
resenting topics and document-topic distributions. 3)
Analyzing the resulting topics by examining the most
prominent terms associated with each topic. 4) Con-
ducting qualitative analysis to validate the topics by
reviewing documents assigned to each topic.

4 RESULTS

As the BERT-based approach uses the HDBSCAN al-
gorithm, the optimal number of topics emerges from
the data; in our case, this was 13. LDA, LSA and
NMF require a number of topics as an input. For these
methods, to identify the optimal number of topics,
as mentioned in Section 2, we chose the coherence
score (Abdelrazek et al., 2023), which aggregates the
coherence of each topic, measured as the semantic
similarity between top words in the topic, in combi-
nation with human judgment. The highest coherence
scores were obtained for 13 topics with LDA, 12 top-
ics with LSA, and 16 topics with NMF, and our quali-
tative evaluation showed that for each method the top-
ics were relevant and distinct from each other.

We conducted a deeper qualitative assessment of
topics from all four algorithms and found the BERT-
based approach and NMF yielded the most interest-
ing results. Due to space constraints, we present de-
tailed results for these methods and summarize LDA
and LSA results for comparison in the next section.

The topics that resulted from the BERT-based ap-
proach are presented in Table 1. We grouped the top-
ics into themes, analyzed in the following paragraphs.

As anticipated, we see that the subjects are ar-
ranged in relation to the two elements—mental health
and remote learning—that were highlighted in the
open-ended questions. Out of the thirteen topics,
three (0 and 4-5) are related to mental health, two are
related to both (1 and 6) and eight topics (2-3 and 7-
12) are related to distant learning.

The application of the BERT-based modeling ap-
proach to mental health allows differentiation be-
tween several aspects, including anxiety (Topic 0), so-
cial isolation and loneliness (Topic 4), and the generic
impact of the epidemic on mental health (Topic 5).

It is interesting to note that a more comprehen-
sive picture of remote learning emerges, covering a
wide range of topics, from the more general ones
like the university experience in general (Topic 3) and
the impact of the pandemic on the university experi-
ence (Topic 8), to the more specialised ones like con-
centration problems (Topic 2), internet connectivity

(Topic 7), virtual communication (Topic 9), lecture
formats (Topic 10), the experience of remote learning
across various modules and courses (Topic 11), and
the value of in-person communication (Topic 12).

Aspects of both remote learning and mental health
are included in Topics 1 and 6. In Topic 1, motivation
is discussed as a practical requirement for participat-
ing in remote learning, as well as a crucial component
of mental health. The only positive topic is Topic 6,
which describes the methods respondents use to pre-
serve their mental health and academic motivation.

Table 1 displayed the number of textual instances
per topic in the second column, with a relatively large
variation. Topic 12 (face-to-face communication) has
the fewest instances (14), while Topic 5 (the pan-
demic’s effects on mental health) has the highest (88).

There are parallels between Topics 5 and 8, which
discuss how the pandemic has affected mental health
(Topic 5) and remote learning (Topic 8), respectively.
Topics 10 and 11 share commonalities as well, as they
both deal with challenges related to remote learning.
The variations between the two topics highlight ex-
periences related to lectures and teaching sessions in
Topic 10 and broader experiences related to remote
learning at the module or course level in Topic 11.

As mentioned in Section 3.1, responses to men-
tal health (375) outnumbered those to distant learning
(321). The fact that there are three topics about mental
health and eight about remote learning suggests that
while there are more different experiences with re-
mote learning, there is a greater homogeneity of expe-
riences with mental health. This further demonstrates
the capacity of the BERT-based approach to discern
between elements with subtle variations.

Table 2 presents the topics resulting from applying
NMF. Similar to the BERT-based approach, the topics
cover mental health, remote learning, or both aspects.

In terms of mental health, specific issues such as
anxiety, eating disorders and depression are covered
in Topic 1, dealing with uncertainty in Topic 3, and
the generic impact of the pandemic on mental health
in Topic 8. Topic 10 is also more generic, covering
emotional well-being aspects, while Topic 11 is more
specifically about social isolation challenges.

The topics covering remote learning aspects vary
from more generic, about distance learning and the
use of online tools (Topics 2, 6, and 9), to more spe-
cific issues such as motivation to study (Topic 12) and
difficulties in grasping learning content (Topic 13).

Several topics cover both mental health and re-
mote learning aspects: time management (Topic 0),
motivational issues (Topics 4 and 15), lack of social
interaction in remote learning (Topic 5), the impact
of the pandemic on physical health (Topic 7), and the
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Table 1: Topics extracted with the BERT-based approach; (Docs refers to the number of documents/responses for each topic).

No. Docs Topic Name Topic Description Keywords

0 34 Anxiety and
Depression

Increased anxiety and depression disorders,
leading to heightened awareness and impacts
on mental health.

anxiety, depression, disorders, in-
creased, eating, panic, depressed, still,
health, aware

1 34 Motivation Struggle to maintain motivation, resulting in
challenges in staying focused and productive.

motivation, motivated, stay, keep, stay-
ing, lack, work, hard, struggle

2 26 Easily Dis-
tracted

Experience difficulty concentrating due to var-
ious distractions, affecting productivity and fo-
cus.

distracted, easily, concentrate, focused,
couldnt, distractions, attention, skip,
work, focus

3 19 University Ex-
perience

Mixed experiences during university, including
success, failure, and uncertainty

university, year, felt, experience, well,
think, failed, cheated, second, uni

4 74 Loneliness and
Friendship

Loneliness and lack of social contact affecting
mental well-being and interaction.

friends, loneliness, lonely, social, see,
depression, lack, contact, isolation, able

5 88 Pandemic and
Mental Health

Heightened awareness of mental health issues
during the pandemic, affecting individuals and
communities globally.

pandemic, health, mental, people, so-
cial, covid, anxiety, family, made, mea-
sures

6 19 Daily Routine Recognizing the value of a consistent, positive
daily routine for better mental health.

daily, good, routine, mental, health,
work, home, day, weekly, sleep

7 16 Internet Con-
nection Issues

Frustration and challenges from unreliable in-
ternet, affecting academic and personal tasks.

internet, connection, bad, unreliable, is-
sues, lesson, poor, exams, could, found

8 27 Remote Learn-
ing

Adapting to remote learning challenges, in-
cluding online lectures and assignments.

pandemic, remote, learning, working,
lectures, really, time, away, home, im

9 19 Zoom Calls Adjusting to the challenges and discomfort as-
sociated with online video calls, especially in
educational and professional settings.

zoom, camera, calls, people, would,
anyone, lessons, interacting, comfort-
able, answer

10 50 Online Lec-
tures

Facing challenges with online lectures, includ-
ing slower learning and engagement issues.

lectures, lecturers, questions, online,
without, lecture, students, felt, slower

11 52 Remote Learn-
ing Experience

Reflecting on remote learning, its benefits, and
drawbacks compared to traditional methods.

learning, remote, time, modules, learn,
teachers, students, like, lectures, course

12 14 Face-to-Face
Learning

Emphasizing the importance of face-to-face in-
teraction in learning environments for effective
communication and understanding.

face, union, learning, lower, guidance,
lecturers, communication, important,
facetoface, seeing

need for support during studies (Topic 14).
The distribution of responses per topic, unlike

BERT-based approaches, NMF has a more balanced
range, with the smallest topic having 25 responses
(Topic 3) and the largest 60 (Topic 14). Eleven of
the sixteen topics have between 40 and 50 responses.

5 COMPARISON AND
DISCUSSION

To compare the four algorithms, we selected four
themes that cover all the topics produced across all
four solutions: remote learning and challenges, men-
tal health and challenges, social issues and loneliness,
and motivation and physical health. The topic distri-
bution by theme is shown in Table 3, and Fig. 1 illus-
trates the theme proportions for each algorithm.

The BERT-based approach allocates the highest
percentage (61.54%) of its thematic content to Re-
mote Learning and Challenges, indicating its strong
emphasis on analyzing issues related to remote edu-
cation. Conversely, it allocates smaller proportions

Figure 1: Comparitive Analysis based on Themes.

to Mental Health and Challenges (23.08%), Social
Issues and Loneliness (7.69%), and Motivation and
Physical Health Issues (7.69%), suggesting a rela-
tively narrower focus on these domains.

LDA (Latent Dirichlet Allocation) has the high-
est percentage to Remote Learning and Challenges
(30.77%), with smaller proportions for Mental Health
and Challenges, Social Issues and Loneliness, and
Motivation and Physical Health, each at (23.08%).
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Table 2: Topics extracted using NMF.

No. Docs Topic Name Topic Description Keywords
0 59 Time Manage-

ment Struggles
Focuses on time management challenges
worsened by pandemic-related work-life dis-
ruptions

struggled, focus, working, time,
work, helped, day, home, pandemic,
lot

1 30 Mental Health
Challenges

Addresses severe mental health issues, includ-
ing heightened levels of depression and anxi-
ety due to societal pressures.

severe, reached, leaving, eating, so-
ciety, disorder, house, increased, de-
pression, anxiety

2 50 Remote Learn-
ing Preferences

Highlights difficulties adapting to remote
learning and a preference for traditional face-
to-face interactions.

difficulty, pace, better, lecture, pre-
ferred, tutor, prefer, remote, face,
learning

3 25 Coping with
Uncertainty

Discusses struggles with coping mechanisms
during times of uncertainty, leading to feelings
of loneliness and boredom.

uncertainty, email, change, coping,
boring, struggling, extremely, covid,
help, loneliness

4 49 Motivation
Struggles

Focuses on maintaining motivation for com-
pleting coursework, with challenges in main-
taining consistent effort.

module, getting, far, complete,
week, whilst, went, struggled, mo-
tivation, work

5 40 Lack of Social
Interaction

Explores the absence of social interactions in
learning environments, leading to feelings of
disconnection.

teacher, medium, unable, aspect,
make, seeing, talking, people, inter-
action, social

6 40 Challenges
with Distance
Learning

Addresses difficulties in maintaining engage-
ment and interaction in distance learning set-
tings.

contact, distance, interaction, long,
learning, student, issue, lecture, on-
line, lack

7 45 Impact on
Physical Health

Examines how disrupted routines and less ex-
ercise affected health during the pandemic.

low, exercise, issue, daily, pan-
demic, struggle, routine, good, men-
tal, health

8 43 Impact on
Mental Health

Examines worsening mental health from iso-
lation, academic stress, and future uncertainty.

worse, life, depression, parent, job,
caused, worried, stress, isolation,
feel

9 45 Online Learn-
ing Experience

Evaluate online learning tools like Zoom,
highlighting effectiveness and engagement is-
sues.

use, useful, attention, session, zoom,
know, people, lecture, online, class

10 50 Emotional
Well-being

Addresses emotional challenges during uni-
versity, such as stress, depression, and lone-
liness.

quite, stressed, teaching, university,
feel, year, depressed, lonely, like,
felt

11 40 Social Isolation
Challenges

Explores challenges in maintaining social
connections with family and friends due to
prolonged social isolation.

future, kept, knowing, member, so-
cialise, difficult, person, able, fam-
ily, friend

12 35 Study Motiva-
tion

Discusses maintaining study motivation and
focus amid distractions and coursework de-
mands.

skill, studying, lesson, money,
course, focused, stay, staying,
motivated, hard

13 45 Understanding
Course Mate-
rial

Explores difficulties in grasping course mate-
rial, especially under the distractions and pres-
sures of lockdowns.

happened, understanding, lock-
down, grade, thing, losing, under-
stand, study, assignment, time

14 60 Academic and
Financial Chal-
lenges

Addresses challenges in academics and finan-
cial stability, highlighting the need for institu-
tional and peer support.

needed, course, poor, socialising,
people, financial, harder, really, lec-
turer, support

15 40 Exam Prepara-
tion Challenges

Discusses challenges in preparing for exams
due to distractions and unreliable internet con-
nections.

exam, concentrate, difficult, bad, es-
pecially, learn, distracted, connec-
tion, easily, internet

In contrast, LSA (Latent Semantic Analysis) pro-
duces a unique thematic distribution in comparison
with the other methods. It assigns a substantially
higher percentage (33.34%) to Physical Health Issues
and Motivation, indicating a strong emphasis on these
two areas. There is no difference between Social
issues and Loneliness (25%) and Remote Learning
and Challenges(25%). It does, however, give Mental

Health and Challenges a lower percentage (16.67%).
NMF allocated the highest percentage (31.25%) to

Remote Learning and Challenges, equal percentages
to Mental Health and Challenges, and Motivation and
Physical Health (23.08%), and the lowest percentage
(18.75%) to Social Issues and Loneliness.

Overall, NMF and LDA have the most balanced
distributions across the four themes and can capture
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Table 3: Algorithmic Topics Distribution.

Algorithm Remote Learning and Chal-
lenges

Mental Health and
Challenges

Social Issues and Lone-
liness

Motivation and
Physical Health

BERT Topic 2, 3, 7, 8, 9, 10, 11, 12 Topic 0, 5, 6 Topic 4 Topic 1
LDA Topic 2, 8, 9, 12 Topic 0, 4, 6 Topic 3, 5, 10 Topic 1, 7, 11
LSA Topic 3, 5, 7 Topic 0, 8 Topic 1, 2, 9 Topic 4, 6, 10, 11
NMF Topic 0, 2, 6, 9, 13 Topic 1, 3, 8, 10 Topic 5, 11, 14 Topic 4, 7, 12, 15

at a good level of detail several distinct aspects. The
BERT-based approach, on the other hand, has a more
unbalanced distribution across the four themes but
can capture more fine-grained issues related to remote
learning. In particular, three topics identified by the
BERT-based approach were not identified as separate
topics by any of the other algorithms: internet connec-
tion issues (Topic 7), online calls (Topic 9), and face-
to-face learning (Topic 12). By volume of responses,
these are also among the smallest topics, with 16, 19
and 14 responses, respectively. From this point of
view, the BERT-based approach may be better when
a more fine-grained picture would be of interest.

For all approaches, we applied data preprocessing,
as outlined in Section 3.2. There is very little empir-
ical evidence concerning the use of textual data pre-
processing when pre-trained LLMs are used. We ap-
plied the BERT-based approach with no preprocess-
ing as well as the preprocessing mentioned in Sec-
tion 3.2 and found more coherent results when us-
ing preprocessing, hence, we reported the results with
preprocessing. This aligns with the view that prepro-
cessing should still be considered for LLMs expressed
in a recent review of text preprocessing (Chai, 2023).

6 CONCLUSION

This paper presents a comparative study using four
topic modeling methods: BERT, LDA, LSA, and
NMF, on student feedback in textual format about the
mental health and remote learning students’ experi-
ences during the COVID-19 pandemic.

This study sought to determine the effectiveness
of the BERT topic model compared to traditional ap-
proaches like NMF, LDA, and LSA. The results indi-
cated that BERT provided deeper insights into remote
learning challenges during the pandemic. While tra-
ditional methods produced similar results in mental
health, social issues, isolation, and motivation, BERT
showed clear advantages in topic understanding.

Our study found that all methods produced coher-
ent topics covering various aspects, but BERT and
NMF generated more interesting topics than LDA
and LSA. NMF had a balanced response distribution,
while BERT exhibited significant variation.

The two primary limitations of our study are the
sample size and the post-epidemic data collection,
which may have influenced students’ recollections.
We gathered 696 textual instances from 340 partici-
pants. Despite this small sample, all algorithms pro-
duced coherent topics.

Among the four algorithms, the BERT-based ap-
proach was least affected by the small sample size
due to its extensive pre-training, which may explain
its ability to capture more nuanced topics. Our re-
search highlights the potential of BERT-based topic
modeling for educational data. In the future we will
explore alternative BERT models, like DeBERTa (He
et al., 2020), known for its effectiveness in textual
emotion recognition (Boitel et al., 2023), to capture
more emotionally nuanced experiences.
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Abstract: Transformers are a widespread and successful model architecture, particularly in Natural Language Process-
ing (NLP) and Computer Vision (CV). The essential innovation of this architecture is the Attention Mecha-
nism, which solves the problem of extracting relevant context information from long sequences in NLP and
realistic scenes in CV. A classical neural network component, a Multi-Layer Perceptron (MLP), complements
the attention mechanism. Its necessity is frequently justified by its capability of modeling nonlinear relation-
ships. However, the attention mechanism itself is nonlinear through its internal use of similarity measures.
A possible hypothesis is that this nonlinearity is sufficient for modeling typical application problems. As the
MLPs usually contain the most trainable parameters of the whole model, their omission would substantially
reduce the parameter set size. Further components can also be reorganized to reduce the number of parame-
ters. Under some conditions, query and key matrices can be collapsed into a single matrix of the same size.
The same is true about value and projection matrices, which can also be omitted without eliminating the sub-
stance of the attention mechanism. Initially, the similarity measure was defined asymmetrically, with peculiar
properties such as that a token is possibly dissimilar to itself. A possible symmetric definition requires only
half of the parameters. All these parameter savings make sense only if the representational performance of the
architecture is not significantly reduced. A comprehensive empirical proof for all important domains would be
a huge task. We have laid the groundwork by testing widespread CV benchmarks: MNIST, CIFAR-10, and,
with restrictions, ImageNet. The tests have shown that simplified transformer architectures (a) without MLP,
(b) with collapsed matrices, and (c) symmetric similarity matrices exhibit similar performance as the original
architecture, saving up to 90 % of parameters without hurting the classification performance.

1 INTRODUCTION

Recently, Large Language Models (LLMs) have
shown impressive performance in producing complex
text answers to given questions. Their outstanding
feature is the massive size of parameter sets (up to
billions). The rapidly growing parameter number has
limited the possibility of developing such models (as
well as objectively investigating their properties) to
companies and institutions capable of making consid-
erable investments in computing the model’s parame-
ters.

This is why it is of great interest to attempt to
find more efficient configurations with fewer param-
eters without performance loss. A computing model
with an excellent success record is based on the trans-

a https://orcid.org/0000-0002-2524-1850
b https://orcid.org/0000-0002-6195-9034

former architecture (Vaswani et al., 2017). Their suc-
cess is due to an excellent ability to capture con-
textual information. Initially developed for language
processing, transformers have also been successfully
used in Computer Vision (CV). The analogy to lan-
guage processing is the following: the semantics of
individual words are determined by other words in
the word sequence. Frequently, the basic units are not
words but tokens (e.g., n-grams consisting of n con-
secutive letters). Since the Vision Transformer (Doso-
vitskiy et al., 2021), in an image, the tokens are repre-
sented by patches — typically square regions of pix-
els in the image. Other patches can influence or dis-
ambiguate a patch’s conceptual meaning. For exam-
ple, the environment in which an individual object is
embedded in the image may disambiguate the identi-
fication of a specific bird or mushroom species.

The fundamental concept of the transformer is that
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of attention (Bahdanau et al., 2016). It is based on the
insight that a particular token’s semantics are influ-
enced by its close relationships with other tokens. The
tokens are encoded as real-valued vectors in a high-
dimensional space (frequently around 1,000 dimen-
sions or more). These vectors are called embeddings.
The algebraic similarity between the embedding vec-
tors measures the semantic proximity between the to-
kens. This similarity measure is the vector product or
the cosine angle between the vectors. The weighting
of tokens by such similarity measure is called atten-
tion, which, in analogy to human attention, focuses
on relevant concepts. From the computational point
of view, a transformer is a structure consisting of

• an algorithm for consideration of token context,
the attention mechanism, and

• a Multi-Layer Perceptron (MLP) for nonlinear
transformation of intermediary data.

Multi-Head Attention. For every transformer in
the stack, the following processing is done by the at-
tention mechanism (multi-head attention or MHA).
The input of a training sample in the stack’s s-th
Transformer (out of their total number S) is a se-
quence of input vectors xsi. This sequence is trans-
formed into an equally long sequence of output em-
beddings zsi. Each of them is, for given weights, a
formally linear transformation

zsi =

(
i

∑
j=1

asi jxs jWV
s

)
W O

s

=

(
i

∑
j=1

asi jxs j

)
WV

s W O
s

(1)

i.e., a weighted average of input embeddings xsi, lin-
early transformed by matrix WV

s W O
s . The weight vec-

tors asi = [asi1,asi2, . . . ,asii] are computed as

asi = Softmax(ssi) (2)

The vector argument of the Softmax() function mea-
sures the similarity between a present token xQ, “the
query” and another token xK , “the key”.

ssi j = xsiW Q
s W KT

s xT
s j (3)

This form of attention mechanism is referred to as
single-head. A popular variant consists of an exten-
sion to multiple heads indexed by h:

zsi =
H

∑
h=1

(
i

∑
j=1

ashi jxs j

)
WV

shW O
sh (4)

Each head has its separate matrices W Q
h , W K

h , WV
h ,

and W O
h . The weights are also computed separately as

ashi = Softmax(sshi) (5)

and
sshi j = xsiW

Q
shW KT

sh xT
s j (6)

Multi-Layer Perceptron. The second component
is a standard MLP with a single hidden layer, applied
to each intermediary embedding zsi:

hsi = f
(

zsiW
(1)
s +b(1)s

)

ysi = hsiW
(2)
s +b(2)s

(7)

with f () being a nonlinear function, usually the Gaus-
sian Error Linear Unit (GELU) (Hendrycks and Gim-
pel, 2023), weight matrices W (1)

s and W (2)
s as well as

bias vectors b(1)s and b(2)s .
(He and Hofmann, 2024) have investigated the

possibilities of simplifying the transformer archi-
tecture. Their focus has been increasing the sig-
nal throughput through the network. The proposed
changes primarily consist of modifying or omitting
shortcut connections and normalizing layers. In addi-
tion, they have addressed the possibility of omitting
matrices WV and W O. The last idea has also been im-
plemented in our modifications proposed in Section 3.

Our focus is different: we intend to substantially
reduce trainable parameters to accelerate the training
and improve convergence.

2 TRANSFORMER WITHOUT
THE MLP

The MLP requires the majority of the parameters to be
fitted. This is justified by the argument that the MLP
is the vehicle for implementing nonlinear mappings.

However, it can be argued that the first compo-
nent, the attention mechanism, can also capture non-
linearities. It is the variable weights that make the
mapping nonlinear. The argument of the Softmax()
function is already a quadratic function of input to-
kens, and the function itself is nonlinear. Even if the
Softmax() were linear, the multiplication of input to-
kens by the weights asi j (which are quadratic in these
tokens) would result in a cubic function of input to-
kens. The nonlinearity of Softmax() makes this map-
ping only more nonlinear.

So, a stack of S transformers is a chain of S at
least cubic functions of the input, resulting in a func-
tion of polynomial order of at least 3S. This makes
clear that subsequent processing by an MLP is not the
only nonlinear element of the processing. The extent
of the task’s nonlinearity cannot be assessed in ad-
vance. Still, the hypothesis that a reduced transformer
without an MLP may cover the nonlinearity needs for
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some tasks is justified and can be validated by appro-
priate tests.

Without the MLPs, the transformer architecture
can be described in more explicit terms. This is par-
ticularly the case if a single-head option is pursued.

3 SINGLE-HEAD
CONFIGURATION

Although the matrices W Q
s , W K

s , WV
s , and W O

s can the-
oretically map the embedding vector to an arbitrary
vector width, it is common to keep this width constant
throughout the model, referring to the model width N.
Then, in the case of a single head, these matrices are
square. With square matrices, it is evident that WV

s W O
s

can be collapsed to a single matrix WVO
s , and, ana-

logically, W Q
s W KT

s to W QK
s . This saves 50 % of the

attention module’s parameters, from 4SN2 to 2SN2.
Concatenating the transformer-encoder layers

without MLP leads to the following recursion:

y1i =

(
i

∑
j=1

a1i jx1 j

)
WVO

1

y2i =

(
i

∑
j=1

a2i jy1 j

)
WVO

2

=

(
i

∑
k=1

a2ik

(
k

∑
j=1

a1k jx1 j

)
WVO

1

)
WVO

2

=WVO
1 WVO

2

i

∑
k=1

a2ik

k

∑
j=1

a1k jx1 j

· · ·

(8)

When stacking the attention modules, the matrices
WVO

s concatenate to their product over s = 1, . . . ,S.
Then, they collapse into a single matrix

WVO =
S

∏
s=1

WVO
s (9)

Since every sum ∑i
j=1 asi j is equal to unity (as a re-

sult of the softmax operation), every successive trans-
former layer performs a weighted mean of stacked in-
puts x1 j.

The total number of parameters with S matrices
W QK

s and a single matrix WVO is (S + 1)N2, only
slightly more than 25 % of the original size without
MLP. So far, all this is possible without losing any ex-
pressive power of the single-head transformer without
MLP — only obsolete parameters are deleted.

In many NLP applications, the output of the last
transformer of the stack is expected to produce an em-

bedding of a word or a language token. These out-
put embeddings can be expected to come from the
space spanned by the input words or tokens. From
this viewpoint, it may appear questionable to trans-
form the input embeddings by matrices WVO

s and to
re-transform them back into the word embeddings.
Then, it may be worth attempting to delete the value
transformations. This has also been the proposal
of (He and Hofmann, 2024), resulting in a simple
weighted mean

zsi =
i

∑
j=1

asi jxs j (10)

The output embedding zSi is a convex combina-
tion of input embeddings x1i. In other words, it is a
member of the convex set spanned by x1i.

This concept has been implemented in the Keras
framework by setting the matrices WV

s and W O
s to

unit matrices. Collapsing W Q
s W KT

s to W QK
s has been

reached by setting the matrix W K to a unit matrix. The
newly defined matrix W QK

s replaces matrix W Q
s .

4 MULTI-HEAD
CONFIGURATION

The relationships of Section 3 are valid wherever the
matrices WV

sh, W O
sh , W Q

sh , and W K
sh are square. This may

also apply to multiple heads. However, it is usual to
commit to a reduced dimension per head. With H > 1
heads, it is common to map the embedding vector to a
narrower vector of width N/H, assumed to be integer.

In such cases, the matrices WV
sh, W O

sh , W Q
sh , and W K

sh
are not square but of dimension (N,N/H). Collapsing
W Q

shW KT
sh to W QK

sh is then no longer efficient since W QK
sh

is of dimension (N,N) and has thus N2 parameters
while W Q

sh and W K
sh together have 2N2/H, which is a

smaller or equal number for H > 1.
Moreover, it is impossible to equivalently concate-

nate the value/projection matrices WVO
sh to a unique

product because of varying index h along various
paths through the heads.

Nevertheless, omitting the WVO
sh at all would have

the same justification as for single-head configura-
tion: the output embedding zSi would become a con-
vex combination of input embeddings x1i, which can
be expected to correspond to a meaningful word or
token.
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5 SYMMETRY OF SIMILARITY

The expression Eq. (3) measures the similarity be-
tween queries and keys. The general concept of char-
acterizing similarity between vectors by their product
is symmetric: a is equally similar to b as is b to a.

However, the similarity between a key and a query
evaluated with the help of xsiW

Q
shW KT

sh xT
s j is asymmet-

ric. This is because the matrices W Q
sh and W K

sh are po-
tentially different.

This asymmetry leads to different similarities be-
tween xsi and xs j in the roles of key and query: xsi is
not as similar to xs j as is xs j to xsi. The vector xsi is
also not the most similar to itself. The matrix product
W Q

shW KT
sh is generally not positive definite, so it is not

even guaranteed that the similarity of xsi to itself is
positive.

The asymmetry can be deliberate and justified
from some viewpoints. It is not a matter of course that
the roles of queries and keys are symmetric. How-
ever, some of the mentioned properties can make its
use harmful.

The symmetry can be guaranteed by simply set-
ting W Q

sh = W K
sh . Then, half of the parameters ded-

icated to the query and key matrices can be econo-
mized. In the single-head case, the same effect is
reached by a symmetric matrix W QK

s , with identical
parameters mirrored over the diagonal, i.e., wQK

si j =

wQK
s ji . Another possibility is to parameterize a lower

triangular matrix T QK
s and to multiply it by its trans-

pose, getting

W QK
s = T QK

s T QKT
s (11)

This amounts to the well-known Cholesky decompo-
sition (Cholesky, 1924) of a symmetric matrix.

With both methods, the number of parameters is
N(N+1)

2 instead of N2, or even 2N2 of the original ver-
sion without collapsing W Q and W K .

The symmetry is implemented by reusing W Q
sh as

W K
sh , omitting the use of W K

sh at all.

6 SETUP OF COMPUTING
EXPERIMENTS

The benchmarks for the evaluation have been chosen
from the CV domain. They are medium-sized prob-
lems that can be run for a sufficient number of exper-
iments. This would not be possible with large models
such as those used in language processing.

For the experiments, two well-known image clas-
sification datasets MNIST (LeCun et al., 1998) and

CIFAR-10 (Krizhevsky, 2009) were used. MNIST
contains grayscale images of handwritten digits (0–9)
while CIFAR-10 contains color images of exclusively
ten different mundane objects like “horse”, “ship”, or
“dog”. They contain 60,000 (MNIST) and 50,000
(CIFAR-10) training examples. Their respective pre-
configured test split of each 10,000 examples are used
as validation sets. While CIFAR-10 is evenly dis-
tributed among all classes, MNIST can be considered
almost equally distributed.

An important criterion is that the training set size
is sufficient for good generalization. The training size
(as related to the number of model parameters) must
be large enough for the model not to be underdeter-
mined so that we can fairly assess the models’ per-
formances. As a criterion for this, the overdetermina-
tion ratio of each benchmark candidate has been eval-
uated (Hrycej et al., 2023):

Q =
KM
P

(12)

with K being the number of training examples, M be-
ing the output vector length (usually equal to the num-
ber of classes), and P being the number of trainable
model parameters.

This formula justifies itself by ensuring that the
numerator KM equals the number of constraints to be
satisfied (the reference values for all training exam-
ples). This number must be larger than the number of
trainable parameters for the system to be sufficiently
determined. (Otherwise, there is an infinite number
of solutions, most of which do not generalize.) This
is equivalent to the requirement for the overdetermi-
nation ratio Q to be larger than unity.

The losses and accuracies in Table 1 show that
the performance with 12 encoders is not superior to
that with 6 encoders. The parameter set sizes with 12
encoders have been 563,242 with MLP and 198,100
without MLP. This is substantially more than 287,686
and 101,470, respectively, with 6 encoders. Conse-
quently, the latter variant has been adopted as a base-
line.

6.1 Results for MNIST

Following the arguments of Sections 2 to 5, the fol-
lowing reduced transformer variants have been tested:

• with and without an MLP in each transformer-
encoder,

• with 1 and 4 heads,

• with the original matrix configuration as well ma-
trix pair W Q and W K collapsed into one matrix,
WV and W O omitted (one head variants only), and

Reducing the Transformer Architecture to a Minimum

237



Table 1: Results of 16 experiments on the two datasets MNIST and CIFAR-10 with 6 or 12 consecutive transformer encoders
and 1 or 4 attention heads per encoder layer either with the default MLP inside each encoder layer or skipping it entirely. The
loss and accuracy for the training and validation sets are reported after each model is trained for exactly 500 epochs.

Dataset #Encs-#Heads MLP? Q Train loss Val. loss Train. acc. [%] Val. acc. [%]

MNIST

6-1 yes 2.15 0.0067 0.0747 99.78 98.38
6-1 no 6.46 0.0277 0.1023 99.07 97.49
6-4 yes 2.09 0.0018 0.0739 99.95 98.26
6-4 no 5.91 0.0021 0.0912 99.92 98.29
12-1 yes 1.08 0.0052 0.0652 99.81 98.71
12-1 no 3.29 0.0117 0.0970 99.62 97.94
12-4 yes 1.08 0.0025 0.0656 99.92 98.70
12-4 no 3.29 0.0026 0.1002 99.93 98.10

CIFAR-10

6-1 yes 1.74 0.1533 2.2418 94.63 60.24
6-1 no 4.93 0.9341 1.3590 66.16 55.30
6-4 yes 1.74 0.1109 2.4033 96.01 60.46
6-4 no 4.92 0.5621 1.6984 80.82 52.37
12-1 yes 0.89 2.3026 2.3026 9.82 10.00
12-1 no 2.52 0.5604 1.7219 79.48 54.06
12-4 yes 0.89 0.0632 2.6379 97.92 58.02
12-4 no 2.52 0.1787 2.3200 93.59 55.60
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Figure 1: Training and validation losses attained by vari-
ous reduced transformer-encoders with six encoder layers
on MNIST.

• with asymmetric and symmetric similarity mea-
sures.

The variants depicted refer to the matrix options:

• unchanged corresponds to the original attention
module matrix variety;

• Wqk variants use a single matrix for the product
W QW KT ; these variants are only available for a
single attention head, and their similarity measure
is asymmetric as in the original version;

• noWv.Vo denotes omitting the value matrices WV

as well as the projection matrices W O; also, these
variants imply a single attention head and asym-
metric similarity measurement;

• symmetric variants are committed to symmetric
similarity measures; WV and W O are left un-
touched.

The performances of the individual variants are
given in Table 2. For better comparability, the losses
are additionally depicted in Fig. 1.

The following observations can be made:

• The original variants with MLPs perform better
than those without MLPs on the training set.

• By contrast, their advance disappears on the vali-
dation set, particularly if the symmetric similarity
metrics are used.

• The variant with asymmetric similarity without
MLP is inferior to the analogical one with sym-
metric similarity.

• The minimum variant with query and key matri-
ces W Q,W K collapsed to W QK =W QW KT and ad-
ditionally omitted value and projection matrices
show a higher loss than other variants. This may
be due to its dramatically reduced parameter num-
ber, which may lead to an insufficient capacity to
capture nonlinearities.

As MNIST is a relatively easy benchmark, the
accuracy results are very close to each other. The
parameter numbers are substantially different. The
symmetric variant without MLP has only about 25 %
of the parameter number of the original, full variant
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Table 2: Loss and accuracy for different variants of transformer-encoder modifications on MNIST: 1 or 4 heads, with or
without the MLP, with a single Wqk matrix, no value and projection matrices, or a symmetric similarity measurement.

# Heads MLP? Modification # Parameters Q Train loss Val. loss Train. acc. [%] Val. acc. [%]

1 yes unchanged 279,106 2.15 0.0067 0.0747 99.78 98.38
4 yes unchanged 287,746 2.09 0.0018 0.0739 99.95 98.26
1 yes Wqk 257,506 2.33 0.0037 0.0794 99.89 98.43
1 yes Wqk+noWv,Vo 212,866 2.82 0.0063 0.0951 99.78 98.27
1 no unchanged 92,890 6.46 0.0277 0.1023 99.07 97.49
4 no unchanged 101,530 5.91 0.0021 0.0912 99.92 98.29
1 no symmetry 69,910 8.58 0.0331 0.0783 98.85 97.80
4 no symmetry 69,910 8.58 0.0158 0.0762 99.46 98.24
1 no Wqk 70,570 8.50 0.0374 0.0996 98.70 97.60
1 no Wqk+noWv,Vo 26,650 22.51 0.1697 0.1536 94.82 95.32

with MLP. The variant with collapsed matrices has
about 33 % of the original parameters. The parame-
ters include, in addition to the attention modules of all
transformer-encoders, the embedding matrix reducing
the image patch to the embedding vector.

The number of parameters has a strong effect on
the generalization capability of the model. This can
be quantified with the help of the overdetermination
ratio from Eq. (12) in column Q of Table 2. The
loss gap between the training and validation sets is the
largest for the original version with Q close to unity
while it shrinks towards the symmetric version with-
out MLPs.

6.2 Results for CIFAR-10

The variants tested are analogical to those for MNIST.
The losses and accuracies attained after 500 epochs
are given in Table 3, the losses additionally in Fig. 2.

The result characteristics are similar to those for
MNIST but more distinct:

• The original variant with MLP reaches the best
training set loss but the worst validation set loss.

• Compared to the original variant, the reduced
variants without MLP and with symmetric simi-
larity are superior in generalization.

• This also applies to the variant with collapsed key
and query matrices.

• Even the minimum variant with all considered
matrix reductions (except for symmetry), whose
parameter count is only a tenth of the original ver-
sion with MLP, shows a better validation set per-
formance than the original variant with all matri-
ces and MLP.

The measured accuracies are roughly consistent
with the losses on the training set. On the validation
set, some of them follow, paradoxically, a different
ranking. However, the fact that the loss, not the ac-
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Figure 2: Training and validation losses attained by vari-
ous reduced transformer-encoders with six encoder layers
on CIFAR-10.

curacy, is explicitly trained justifies the arguments via
loss rather than accuracy.

6.3 Trials with ImageNet

Several trials on the ImageNet dataset (Russakovsky
et al., 2015) have been conducted to support the hy-
potheses with a larger benchmark. Unfortunately, the
baseline run with the original transformer architec-
ture, including MLP, has not been successful. In all
trials, Adam failed to find a substantial improvement
in the initial parameter state. By contrast, without
MLP, it has been converging at least to a state with
a moderate classification performance. This is why
we cannot present a serious study on ImageNet. It
can only be concluded that discarding MLP is helpful
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Table 3: Loss and accuracy for different variants of transformer-encoder modifications on CIFAR-10: 1 or 4 heads, with or
without MLP, with a single Wqk matrix, no value and projection matrices, or a symmetric similarity measurement.

# Heads MLP? Modification # Parameters Q Train loss Val. loss Train. acc. [%] Val. acc. [%]

1 yes unchanged 287,686 1.74 0.1533 2.2418 94.63 60.24
4 yes unchanged 287,746 1.74 0.1109 2.4033 96.01 60.46
1 yes Wqk+noWv,Vo 221,446 2.26 0.2597 2.1659 90.53 54.98
1 no unchanged 101,470 4.93 0.9341 1.3590 66.16 55.30
4 no unchanged 101,530 4.92 0.5621 1.6984 80.82 52.37
1 no symmetry 78,490 6.37 0.9686 1.2885 64.80 55.85
4 no symmetry 78,490 6.37 0.6521 1.5125 76.10 55.52
1 no Wqk 79,150 6.32 0.9364 1.4057 66.03 53.70
1 no Wqk+noWv,Vo 35,230 14.19 1.5961 1.6565 40.52 39.17

for convergence. The proof that this variant’s perfor-
mance is acceptable is still pending, and further work
will be required to provide it.

7 CONCLUSIONS AND
LIMITATIONS

The experiments presented have shown limited utility
of some parameter-extensive components of the trans-
former architecture. In particular, the following find-
ings can be formulated:

• The MLP component is frequently presented as
necessary for capturing nonlinearities in the mod-
eled relationship. However, the inherent nonlin-
earity of the similarity measures seems powerful
enough in many practical cases.

• While the classification performance without the
MLPs is not significantly inferior to that with
MLPs, a substantial benefit is saving the param-
eters. With model size N, the attention mecha-
nism requires 4N2 parameters in the form of ma-
trices W Q, W KWV , and W O. The size of the
MLP is usually chosen as an integer multiple of
h of the model size. Then, the MLP consists
of weights and biases of two layers, with a total
of hN(N + 1) +N(hN + 1) = 2hN2 + hN +N ≈
2hN2. If the multiple is h = 4, MLP has double
the number of parameters as the attention mech-
anism. Consequently, omitting MLP reduces the
parameters to 33 % of the original size.

• Symmetric similarity measures tend to perform
better than asymmetric ones, with 50 % fewer
query and key matrix parameters. This improve-
ment may be reached by excluding undesirable
freedoms, such as a token being dissimilar to it-
self. The parameter reduction can be expected to
constrain the search for the optimum fit fruitfully.

• Collapsing the value and the key matrix into one
is another possibility of reducing the parameter set

of these matrices by 50 %.

• Omitting the value matrix WV and the projection
matrix W O reduces the parameters of the whole
attention module by 50 %. This variant has also
been proposed by (He and Hofmann, 2024), with
the observation of no significant performance loss
in NLP benchmarks.

• Both preceding reductions amount to a reduction
to 25 % of the original attention module size.

• In our experiments, the variants with the collapsed
query/key matrices, omitted value, and projection
matrices are slightly inferior for MNIST but equal
for CIFAR-10. These minimum variants have less
than 10 % of parameters compared with the clas-
sical transformers, including MLP. Compared to
the architecture with 12 encoders, it is as little as
5 %.

The savings in computing time have been propor-
tional to the savings in parameter numbers.

Our research has been limited to image process-
ing benchmarks MNIST, CIFAR-10, and ImageNet.
The experiments with the last benchmark have par-
tially failed due to computing problems. Empirical
evidence with the help of two medium-sized bench-
marks and an incomplete test of a larger one is not
satisfactory. This requests further research with more
robust algorithms. There is considerable potential for
second-order optimization methods such as the con-
jugate gradient algorithm of (Fletcher and Reeves,
1964), thoroughly described in (Press et al., 1992).
This algorithm’s convergence is excellent, but im-
plementing the stopping rule in widespread packages
seems to improve its ability to prevent early stops be-
fore reaching the minimum region.

Limitations to image processing suggest further
extension. The proper domain of transformers is
NLP. An obstacle to its investigation is the size of
benchmark problems, so most published investiga-
tions consist of observing the performance of fine-
tuning pre-trained models. To use pre-trained param-
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eter sets, these fine-tuned models must be identical
or almost identical to the pre-trained models. This
makes the testing of different architectures difficult.
A possibility is to use a large model used for pre-
training as a teacher and a medium-sized model as
student, mimicking its performance. This procedure,
referred to as knowledge distillation, has been pro-
posed by (Hinton et al., 2015) and used, e.g., by (Sun
et al., 2019).

These will be important focuses soon.
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Abstract: In training neural networks, it is common practice to use partial gradients computed over batches, mostly
very small subsets of the training set. This approach is motivated by the argument that such a partial gradient
is close to the true one, with precision growing only with the square root of the batch size. A theoretical
justification is with the help of stochastic approximation theory. However, the conditions for the validity of
this theory are not satisfied in the usual learning rate schedules. Batch processing is also difficult to combine
with efficient second-order optimization methods. This proposal is based on another hypothesis: the loss
minimum of the training set can be expected to be well-approximated by the minima of its subsets. Such
subset minima can be computed in a fraction of the time necessary for optimizing over the whole training set.
This hypothesis has been tested with the help of the MNIST, CIFAR-10, and CIFAR-100 image classification
benchmarks, optionally extended by training data augmentation. The experiments have confirmed that results
equivalent to conventional training can be reached. In summary, even small subsets are representative if the
overdetermination ratio for the given model parameter set sufficiently exceeds unity. The computing expense
can be reduced to a tenth or less.

1 INTRODUCTION

Neural networks as forecasting models learn by fit-
ting the model forecast to the desired reference out-
put (e.g., reference class annotations) given in the data
collection called the training set. The fitting algorithm
changes model parameters in the loss function’s de-
scent direction, measuring its forecast deviation. This
descent direction is determined using the loss function
gradient.

The rapidly growing size of neural networks (such
as those used for image or language processing) mo-
tivates striving for a maximum computing economy.
One widespread approach is determining the loss
function gradient from subsets of the training set,
called batches (or mini-batches). Different batches
are alternately used to cover the whole training set
during the training.

There are some arguments supporting this proce-
dure. (Goodfellow et al., 2016, Section 8.1.3) refers

a https://orcid.org/0000-0002-9473-5029
b https://orcid.org/0000-0002-2524-1850
c https://orcid.org/0000-0002-6195-9034

to the statistical fact that random standard deviation
decreases with the square root of the number of sam-
ples. Consequently, the gradient elements computed
from a fraction of 1/K training samples (with a given
positive integer K) have a standard deviation equal to
the factor

√
K multiple of those computed over the

whole training set, which seems to be a good deal.
Another frequent justification is with the help of

stochastic approximation theory. The stochastic ap-
proximation principle applies when drawing training
samples from a stationary population generated by a
fixed (unknown) model. (Robbins and Monro, 1951)
discovered this principle in the context of finding the
root (i.e., the function argument for which the func-
tion is zero) of a function g(x) that cannot be directly
observed. What can be observed are randomly fluc-
tuating values h(x) whose mean value is equal to the
value of the unobservable function, that is,

E [h(x)] = g(x) (1)

The task is to fit an input/output mapping to data
by gradient descent. For the parameter vector w of
this mapping, the mean of the gradient h(w) with re-
spect to the loss function computed for a single train-

242
Spörer, J., Bermeitinger, B., Hrycej, T., Limacher, N. and Handschuh, S.
Efficient Neural Network Training via Subset Pretraining.
Paper published under CC license (CC BY-NC-ND 4.0)
In Proceedings of the 16th International Joint Conference on Knowledge Discovery, Knowledge Engineering and Knowledge Management (IC3K 2024) - Volume 1: KDIR, pages 242-249
ISBN: 978-989-758-716-0; ISSN: 2184-3228
Proceedings Copyright © 2024 by SCITEPRESS – Science and Technology Publications, Lda.



ing sample is expected to be equal to the gradient g(w)
over the whole data population. The local minimum
of the loss function is where the gradient g(w) (i.e.,
the mean value of h(w)) is zero. (Robbins and Monro,
1951) have proven that, under certain conditions, the
root is found with probability one (but without a con-
crete time upper bound).

However, this approach has some shortcomings.
For different batches, the gradient points in different
directions. So, the descent for one batch can be an
ascent for another. To cope with this, (Robbins and
Monro, 1951) formulated the convergence conditions.
They require that if the update rule for the parameter
vector is

wt+1 = wt − cth(wt) (2)
which corresponds to the usual gradient descent with
step size ct , the step size sequence ct has to satisfy the
following conditions:

∞

∑
t=1

ct = ∞ (3)

and
∞

∑
t=1

c2
t < ∞ (4)

Condition Eq. (3) is necessary for the step not to
vanish prematurely before reaching the optimum with
sufficient precision. Condition Eq. (4) provides for
decreasing step size. With a constant step size, the so-
lution would infinitely fluctuate around the optimum.
This is because, in the context of error minimization,
its random instance h(w) will not diminish for indi-
vidual samples, although the gradient g(w) = E[h(x)]
will gradually vanish as it approaches the minimum.
Finally, the gradients of individual samples will not
vanish even if their mean over the training set is zero.
At the minimum, g(w) = 0 will result from a balance
between individual nonzero vectors h(w) pointing to
various directions.

2 SHORTCOMINGS OF THE
BATCH ORIENTED APPROACH

The concept of gradient determination using a subset
of the training set is mostly satisfactory. However,
several deficiencies from theoretical viewpoints sug-
gest an enhancement potential.

2.1 Violating the Conditions of the
Stochastic Approximation

The conditions Eq. (3) and Eq. (4) for convergence
of the stochastic approximation procedure to a global

(or at least local) minimum result from the stochas-
tic approximation theory. Unfortunately, they are al-
most always neglected in the neural network train-
ing practice. This may lead to a bad convergence (or
even divergence). The common Stochastic Gradient
Descent (SGD) with a fixed learning step size vio-
lates the stochastic approximation principles. How-
ever, even popular sophisticated algorithms do not
satisfy the conditions. The widespread (and success-
ful) Adam (Kingma and Ba, 2015) optimizer uses a
weight consisting of the quotient of the exponential
moving average derivative and the exponential mov-
ing average of the square of the derivative

wt+1,i = wt,i−
cmt,i√

dt,i

∂E (wt,i)

∂wt,i

mt,i = β1dt−1,i +(1−β1)
∂E (wt−1,i)

∂wt−1,i

dt,i = β2dt−1,i +(1−β2)

(
∂E (wt−1,i)

∂wt−1,i

)2

(5)

with metaparameters c, β1, and β2, network weights
wt,i, and the loss function E. β1 is the decay factor
of the exponential mean of the error derivative, β2 is
the decay factor of the square of the error derivative,
and c is the step length scaling parameter. Their val-
ues have been set to the framework’s sensible defaults
c = 0.001, β1 = 0.9, and β2 = 0.999 in the following
computing experiments.

Normalizing the gradient components by the mov-
ing average of their square via

√
dt,i is the opposite of

the decreasing step size required in the stochastic ap-
proximation theory. If the gradient becomes small (as
expected at the proximity of the minimum), the nor-
malization increases them. This may or may not be
traded off by the average gradient mt,i.

2.2 “Good” Approximation of Gradient
Is not Sufficient

The quoted argument of (Goodfellow et al., 2016,
Section 8.1.3) that the standard deviations of gradi-
ent components are decreasing with the square root√

K of number of samples used while the computing
expense is increasing with K is, of course, accurate
for independent samples drawn from a population.

However, this relationship is only valid if the
whole statistical population (from which the training
set is also drawn) is considered. This does not account
for the nature of numerical optimization algorithms.
The more sophisticated among them follow the de-
scent direction. The gradient’s statistical deviation is
relatively small with respect to the statistical popula-
tion, but this does not guarantee that a so-determined
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estimated descent direction is not, in fact, an ascent
direction. The difference between descent and ascent
may easily be within the gradient estimation error —
the batch-based gradient is always a sample estimate,
with standard deviation depending on the unknown
variance of the individual derivatives within the train-
ing set. By contrast, optimizing over the training set
itself, the training set gradient is computed determin-
istically, with zero deviation. Then, the descent direc-
tion is certain to lead to a decrease in loss.

The explicit task of the optimization algorithm is
to minimize the loss over the training set. If the goal
of optimizing over the whole (explicitly unknown)
population is adopted, the appropriate means would
be biased estimates that can have lower errors over the
population, such as ridge regression for linear prob-
lems (van Wieringen, 2023). The biased estimate the-
ory provides substantial results concerning this goal
but also shows that it is difficult to reach because of
unknown regularization parameters, which can only
be determined with computationally expensive exper-
iments using validation data sets.

Even if the loss is extended with regularization
terms to enhance the model’s performance on the
whole population (represented by a validation set), the
optimized regularized fit is reached at the minimum of
the extended loss function once more over the given
training set. Thus, as mentioned above, it is incorrect
from the optimization algorithm’s viewpoint to com-
pare the precision of the training set gradient with that
of the batches, which are subsamples drawn from the
training set. The former is precise, while the latter are
approximations.

The related additional argument frequently cited
is that what is genuinely sought is the minimum for
the population and not for the training set. However,
this argument is somewhat misleading. There is no
method for finding the true, exact minimum for the
population only based on a subsample such as the
training set — the training set is the best and only
information available. Also, the loss function val-
ues used in the algorithm to decide whether to accept
or reject a solution are values for the given training
set. Examples in (Hrycej et al., 2023) show that no
law guarantees computing time savings through in-
cremental learning for the same performance.

2.3 Convexity Around the Minimum Is
not Exploited

Another problem is that in a specific environment of
the local minimum, every smooth function is con-
vex — this directly results from the minimum defi-
nition. Then, the location of the minimum is not de-

termined solely by the gradient; the Hessian matrix
also captures the second derivatives. Although using
an explicit estimate of the Hessian is infeasible for
large problems with millions to billions of parame-
ters, there are second-order algorithms that exploit the
curvature information implicitly. One of them is the
well-known conjugate gradient algorithm (Hestenes
and Stiefel, 1952; Fletcher and Reeves, 1964), thor-
oughly described in (Press et al., 1992), which re-
quires only the storage of an additional vector with
a dimension equal to the length of the plain gradi-
ent. However, batch sampling substantially distorts
the second-order information more than the gradi-
ent (Goodfellow et al., 2016). This leads to a con-
siderable loss of efficiency and convergence guaran-
tee of second-order algorithms, which is why they are
scarcely used in the neural network community, pos-
sibly sacrificing the benefits of their computing effi-
ciency.

Second-order algorithms cannot be used with the
batch scheme for another reason. They are usually de-
signed for continuous descent of loss values. Reach-
ing a specific loss value with one batch cannot guar-
antee that this value will not become worse with
another batch. This violates some assumptions for
which the second-order algorithms have been devel-
oped. Mediocre computing results with these algo-
rithms in the batch scheme seem to confirm this hy-
pothesis.

3 SUBSTITUTING THE
TRAINING SET BY A SUBSET

To summarize the arguments in favor of batch-
oriented training, the batch-based procedure is justi-
fied by the assumption that the gradients for individ-
ual batches are roughly consistent with the gradient
over the whole training set (epoch). So, a batch-based
improvement is frequently enough (but not always,
depending on the choice of the metaparameters) also
an improvement for the epoch. This is also consistent
with the computing experience record. On the other
hand, one implicitly insists on optimizing over the
whole training set to find an optimum, as one batch
is not expected to represent the training set fully.

Batch-oriented gradient optimization hypothe-
sizes that the batch-loss gradient approximates the
training set gradient and the statistic population gra-
dient well enough.

By contrast, the hypothesis followed here is re-
lated but essentially different. It is assumed that the
optimum of the loss subset is close to the optimum of
the training set.

KDIR 2024 - 16th International Conference on Knowledge Discovery and Information Retrieval

244



Figure 1: Optima for a subset and the whole training set.

Even if the minimum approximation is imperfect,
it can be expected to be a very good initial point for
fine-tuning the whole training set so that a few iter-
ations may suffice to reach the true minimum. This
principle is illustrated in Fig. 1. The subset loss func-
tion (red, dotted) is not identical to the training set
loss function (blue, solid). Reaching the minimum
of the subset loss function (red cross) delivers an ini-
tial point for fine-tuning on the training set (blue cir-
cle). This initial point is close to the training set loss
minimum (blue cross) and is very probably within a
convex region around the minimum. This motivates
using fast second-order optimization methods such as
the conjugate gradient method (Press et al., 1992).

Another benefit of such a procedure is that for a
fixed subset, both the gradient and the intermediary
loss values are exact. This further justifies the use of
second-order optimization methods.

Of course, the question is how large the subset has
to be for the approximation to be sufficiently good.
As previously noted, a smooth function is always lo-
cally convex around a minimum. If the approximate
minimum over the training subset is in this environ-
ment, conditions for efficient minimization with the
help of second-order algorithms are satisfied. Then,
a fast convergence to the minimum over the whole
training set can be expected.

Consequently, it would be desirable for the mini-
mum of the subset loss to be within the convex region
of the training set loss.

4 SETUP OF COMPUTING
EXPERIMENTS

The following computing experiments investigate
the support of these hypotheses. The experimental
method substitutes the training set with representative

subsamples of various sizes. Subsequently, a short
fine-tuning on the whole training set has been per-
formed to finalize the optimum solution. The model
is trained on the subsamples for exactly 1,000 epochs,
while the fine-tuning on the whole training set is lim-
ited to 100 epochs.

4.1 Benchmark Datasets Used

The benchmarks for the evaluation have been cho-
sen from the domain of computer vision. They are
medium-sized problems that can be run for a suffi-
cient number of experiments. This would not be pos-
sible with large models such as those used in language
modeling.

For the experiments, three well-known image
classification datasets MNIST (LeCun et al., 1998),
CIFAR-10, and CIFAR-100 (Krizhevsky, 2009) were
used. MNIST contains grayscale images of handwrit-
ten digits (0–9) while CIFAR-10 contains color im-
ages of exclusively ten different mundane objects like
“horse”, “ship”, or “dog”. CIFAR-100 contains the
same images; however, they are classified into 100
fine-grained classes. They contain 60,000 (MNIST)
and 50,000 (CIFAR-10 and CIFAR-100) training ex-
amples. Their respective preconfigured test split of
each 10,000 examples are used as validation sets.
While both CIFAR-10 and CIFAR-100 are evenly dis-
tributed among the classes, MNIST is roughly evenly
distributed. We opted to proceed without mitigating
the slight class imbalance.

4.2 The Model Architecture

The model is a convolutional network inspired by the
VGG architecture (Simonyan and Zisserman, 2015).
It uses three consecutive convolutional layers with
the same kernel size of 3× 3, 32/64/64 filters, and
the ReLU activation function. Each is followed by a
maximum pooling layer of size 2× 2. The last fea-
ture map is flattened, and after a classification block
with one layer of 64 units and the ReLU activation
function, a linear dense layer classifies it into a soft-
max vector. All trainable layers’ parameters are ini-
tialized randomly from the Glorot uniform distribu-
tion (Glorot and Bengio, 2010) with a unique seed
per layer such that all trained models throughout the
experiments have an identical starting point. The bi-
ases of each layer are initialized by zeros. The num-
ber of parameters for the models differs only because
MNIST has one input channel, while CIFAR-10 and
CIFAR-100 have three, and CIFAR-100 has 100 class
output units instead of 10.

Efficient Neural Network Training via Subset Pretraining

245



4.3 Preventing Underdetermination of
Model Parameters

An important criterion is that the training set size is
sufficient for this procedure. The size of the training
subsets (as related to the number of model parame-
ters) must be large enough for the model not to be
underdetermined. This should be true for most of the
subsets tested so that we can fairly compare subsets
that are a relatively small fraction of the training set.
As a criterion for this, the overdetermination ratio of
each benchmark candidate has been evaluated (Hrycej
et al., 2023):

Q =
KM
P

(6)

with K being the number of training examples, M be-
ing the output vector length (usually equal to the num-
ber of classes), and P being the number of trainable
model parameters.

This formula justifies itself by ensuring that the
numerator KM equals the number of constraints to be
satisfied (the reference values for all training exam-
ples). This product must be larger than the number of
trainable parameters for the system to be sufficiently
determined. (Otherwise, there are infinite solutions,
most of which do not generalize.) This is equivalent
to the requirement for the overdetermination ratio Q
to be larger than unity. It is advisable that this is sat-
isfied for the training set subsets considered, although
subsequent fine-tuning on the whole training set can
“repair” a moderate underdetermination.

The two datasets MNIST and CIFAR-10 have ten
classes. This makes the number of constraints KM
in Eq. (6) too small for subsets with b > 4. This
is why these two datasets have been optionally ex-
panded by image augmentation. This procedure im-
plies slight random rotations, shifts, and contrast vari-
ations. So, the number of training examples has been
increased tenfold by augmenting the training data.
With CIFAR-100 containing 100 classes, this prob-
lem does not occur, and it was not augmented.

4.4 Processing Steps

The processing steps for every given benchmark task
and a tested algorithm have been the following:

• The number of subsets b such that a subset is
the fraction 1/b of the training set has been de-
fined. These numbers have been: b ∈ B with
B = {2,4,8,16,32,64,128}. With a training set
size K, a subset contains K/b samples. For exam-
ple, a value of b = 2 results in a subset with half
of the samples from the original training set.

• All b subsets of size K/b have been built to sup-
port the results statistically. Each subset Bbi, i =
1, . . . ,b, consists of training samples with index
i selected so that the subsets partition the entire
training set. The number of experiments is exces-
sive for larger values of b, so only five random
subsets are selected. All randomness is seeded
such that each experiment receives the same sub-
set.

• For every b ∈ B and every i = 1, . . . ,b, the sub-
set loss Ebi has been minimized using the selected
training algorithm. The number of epochs has
been set to 1,000. Additionally, the losses for
the whole training set (EBT bi) and validation set
(EBV bi) have been evaluated. Subsequently, a fine-
tuning on the whole training set for 100 epochs
has been performed, and the metrics for the train-
ing set (ET bi) and validation set (EV bi) have been
evaluated. In summary, the set of loss character-
istics Ebi, EBT bi, EBV bi, ET bi, and EV bi have repre-
sented the final results.

• For comparison, the typical training on the origi-
nal training set is given by choosing b = 1.

The conjugate gradient algorithm would be the fa-
vorite for optimizing the subset (because of its rela-
tively small size) and fine-tuning (because of its ex-
pected convexity in the region containing the initial
point delivered by the subset training). Unfortunately,
this algorithm is unavailable in deep learning frame-
works like Keras. This is why the popular Adam algo-
rithm has been used. For reproducibility and remov-
ing additional hyperparameters, a fixed learning rate
of 0.001 was employed for all training steps.

5 RESULTS

5.1 Dataset MNIST

The results for the non-augmented MNIST dataset are
depicted in Figs. 2 and 3. The training has two phases:

1. the subset training phase, in which only a fraction
of the training set is used; and

2. the fine-tuning phase, in which the optimized pa-
rameters from the subset training phase are fine-
tuned by a (relatively short) training over the
whole training set.

On the x-axis, fractions of the complete training set
are shown as used for the subset training. The axis is
logarithmic, so the variants are equally spaced. These
are 1/2, 1/4, 1/8, 1/16, 1/32, 1/64, and 1/128, as well as the
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baseline (fraction equal to unity). This baseline cor-
responds to the conventional training procedure over
the full training set.

The plotted magnitudes in Figs. 2 and 3 refer to
• the loss or accuracy reached for the given subset

(Subset pre-training);

• the loss or accuracy over the whole training set in
the subset training optimum (Tr.set pre-training);

• the loss or accuracy over the validation set in the
subset training optimum (Valid.set pre-training);

• the loss or accuracy over the whole training set at-
tained through fine-tuning (Tr.set fine-tuning); and

• the loss or accuracy over the validation set in the
fine-tuning optimum (Valid.set fine-tuning).

All of them are average values over the individual
runs with disjoint subsets.

The dotted vertical line marks the subset fraction
with overdetermination ratio Eq. (6) equal to unity. To
the left of this line, the subsets are underdetermined;
to the right, they are overdetermined.

Both loss (Fig. 2) and accuracy (Fig. 3) suggest
similar conjectures:

• The subset training with small subsets leads to
poor training set and validation set losses. This
gap diminishes with the growing subset fraction.

• Fine-tuning largely closes the gap between the
training and validation sets. The optimum value
for the training set tends to be lower for large frac-
tions (as they have an “advance” from the subset
training, but this does not lead to a better valida-
tion set performance. The baseline loss (the right-
most point) exhibits the highest validation set loss.

The overdetermination ratio delivers, together with
the mentioned vertical lines in Fig. 2 and Fig. 3, an
additional finding: The gap between the performance
on the subset and on the whole training set after the
subset training is very large for Q < 1 (the left side of
the plot) and shrinks for Q > 1 (the right side).

The results for the augmented data are depicted in
the plots Fig. 4 and Fig. 5. As the augmented data
are more challenging to fit, their performance char-
acteristics are generally worse than those of the non-
augmented dataset. However, an important point can
be observed: the performance after the pre-training
(particularly for the validation set) does not differ to
the same extent as it did with non-augmented data.
As with the non-augmented dataset, the baseline loss
(the rightmost point) exhibits the highest validation
set loss. There, the difference between the lowest and
the highest subset losses has been tenfold, while it is
roughly the same for all subset fractions with the aug-
mented data.

Figure 2: Dataset MNIST (not augmented), loss optima for
a pre-trained subset and the whole training set in depen-
dence from the subset size (as a fraction of the training set).

Figure 3: Dataset MNIST (not augmented), accuracy op-
tima for a pre-trained subset and the whole training set in
dependence from the subset size (as a fraction of the train-
ing set).

Figure 4: Dataset MNIST (augmented), loss optima for a
pre-trained subset and the whole training set in dependence
from the subset size (as a fraction of the training set).

The ten times larger size of the augmented dataset
leads to overdetermination ratios Q mostly (except for
the fraction 1/128) over unity. Then, even the small-
fraction subsets generalize acceptably (which is the
goal of sufficient overdetermination).
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Figure 5: Dataset MNIST (augmented), accuracy optima
for a pre-trained subset and the whole training set in depen-
dence from the subset size (as a fraction of the training set).

Figure 6: Dataset CIFAR-10 (non-augmented), loss optima
for a pre-trained subset and the whole training set in depen-
dence from the subset size (as a fraction of the training set).

Figure 7: Dataset CIFAR-10 (augmented), loss optima for a
pre-trained subset and the whole training set dependent on
the subset size (as a fraction of the training set).

5.2 Dataset CIFAR-10

The results for non-augmented CIFAR-10 data are de-
picted in Fig. 6, those for augmented data in Fig. 7.
Due to the size of CIFAR-10 being close to MNIST,
the overdetermination ratios are also very similar.

Figure 8: Dataset CIFAR-100 (non-augmented), loss op-
tima for a pre-trained subset and the whole training set in
dependence from the subset size (as a fraction of the train-
ing set).

Figure 9: Training time relative to the conventional training
in dependence from the subset size (in percent).

Since CIFAR-10 is substantially harder to classify,
losses and accuracies are worse.

The accuracy is a secondary characteristic (since
the categorical cross-entropy is minimized), and its
explanatory power is limited. For this and the
space reasons, accuracies will not be presented for
CIFAR-10 and CIFAR-100.

Nevertheless, the conclusions are similar to those
from MNIST. The gap between the subset’s and the
entire training set’s fine-tuning performance dimin-
ishes as the subset grows. This gap is large with non-
augmented data in Fig. 6 because of low to overde-
termination ratios Q but substantially smaller for aug-
mented data in Fig. 7 where overdetermination ratios
are sufficient. The verification set performance after
both training phases is typically better with subsets of
most sizes than with the whole training set.

5.3 Dataset CIFAR-100

The results for (non-augmented) CIFAR-100 data are
depicted in Fig. 8. This classification task differen-
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tiates 100 classes so that there are only 500 exam-
ples per class. Optimum losses for this benchmark
are higher than for the previous ones.

For small subset fractions, the representation of
the classes is probably insufficient. This may explain
the large gap between the subset loss and the train-
ing set loss after the subset training with small subset
fractions. These may contain, on average, even as few
examples per class as four. Nevertheless, the loss for
the validation set with various subset sizes is close to
the baseline loss for the conventional full-size train-
ing.

6 CONCLUSION

The experiments presented support the concept of
subset training. We demonstrated the following ele-
ments.

• The subset training leads to results comparable
with conventional training over the whole training
set.

• The overdetermination ratio Q (preferably above
unity) should determine the subset size. Never-
theless, even underdetermined subsets may lead to
a good fine-tuning result, although they put more
workload on the fine-tuning (to close the large
generalization gap).

• To summarize, even small subsets can be repre-
sentative enough to approximate the training set
loss minimum well whenever the overdetermina-
tion ratio sufficiently exceeds unity.

The most important achievement is the reduction of
computing expenses. Most optimizing iterations are
done on the subset, where the computational time per
epoch is a fraction of that for the whole training set. In
our experiments with ten times more subset training
epochs than fine-tuning epochs, the relative comput-
ing time in percent of the baseline is shown in Fig. 9.
Computational resource savings of 90 % and more are
possible.

This empirical evaluation using five benchmarks
from the CV domain is insufficient for making gen-
eral conclusions. Large datasets such as ImageNet
are to be tested in the future. They have been omit-
ted because many experiments are necessary to pro-
duce sufficient statistics. Furthermore, these experi-
ments can be extended to language benchmarks and
language models.

It is also important to investigate the behavior
of the second-order optimization algorithms such
as conjugate gradient (Hestenes and Stiefel, 1952;

Fletcher and Reeves, 1964). Their strength can de-
velop only with a sufficient number of iterations. This
is an obstacle if very large training sets are a part of
the task. Appropriately chosen subsets can make such
training feasible and help to reach good performance
even with models of moderate size.
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Abstract: Multi-Label classification is essential in the fashion industry due to the complexity of fashion items, which
often have multiple attributes such as style, material, and occasion. Traditional machine-learning approaches
face challenges like data imbalance, high dimensionality, and the constant emergence of new styles and la-
bels. To address these issues, we propose a novel approach that leverages Large Language Models (LLMs)
by integrating few-shot and zero-shot learning. Our methodology utilizes LLMs to perform few-shot learning
on a small, labeled dataset, generating precise descriptions of new fashion classes. These descriptions guide
the zero-shot learning process, allowing for the classification of new items and categories with minimal la-
beled data. We demonstrate this approach using OpenAI’s GPT-4, a state-of-the-art LLM. Experiments on
a dataset from CaaStle Inc., containing 2,480 unique styles with multiple labels, show significant improve-
ments in classification performance. Few-shot learning enhances the quality of zero-shot classifiers, leading to
superior results. GPT-4’s multi-modal capabilities further improve the system’s effectiveness. Our approach
provides a scalable, flexible, and accurate solution for fashion classification, adapting to dynamic trends with
minimal data requirements, thereby improving operational efficiency and customer experience. Additionally,
this method is highly generalizable and can be applied beyond the fashion industry.

1 INTRODUCTION

Multi-label classification plays a crucial role in fash-
ion applications due to the complex nature of fashion
items, which often possess multiple attributes such
as style, material, occasion, and season. For ex-
ample, a single dress might be labeled as “casual,”
“floral,” “cotton,” and “summer.” Accurate classifica-
tion is fundamental for various functions, including
merchandising, inventory management, trend analy-
sis, and personalized customer experiences. An ef-
ficient multi-label classification system can signifi-
cantly enhance operational efficiency, customer satis-
faction, and sales by aligning products with consumer
preferences.

This paper presents our work in addressing multi-
label classification for CaaStle Inc., a company that
provides advanced technology and services to apparel
brands, focusing on optimizing business operations
and consumer engagement. CaaStle manages a vast
inventory where garments often carry multiple labels,
with some labels being far less frequent than others.
The imbalanced, high-dimensional, and sparse nature

of this data creates challenges for traditional machine
learning approaches. Moreover, with new styles and
items constantly entering the inventory, the need for
continuous re-labeling and model retraining becomes
costly and time-consuming.

To address these challenges, we propose a novel
approach that utilizes the reasoning capabilities of
Large Language Models (LLMs) to enhance multi-
label classification. By integrating few-shot and zero-
shot learning, our system can effectively classify new
and existing fashion items with minimal labeled data.
We demonstrate this approach using OpenAI’s GPT-
4 on a real-world dataset from CaaStle, showcasing
improved classification performance and scalability.
This solution adapts to fashion trends with minimal
data requirements and offers potential applications
beyond the fashion industry.

To our knowledge, no prior work has combined
the three elements of LLMs, few-shot learning, and
zero-shot learning for multi-label classification in the
fashion industry. This novel integration marks a sig-
nificant advancement in the field. Specifically, we are
the first to leverage LLMs to generate detailed and
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precise descriptions of new fashion categories using
few-shot learning. These descriptions serve as guide-
lines for zero-shot learning, enabling accurate classi-
fication of emerging categories.

2 RELATED WORK

The fashion industry has seen significant growth and
evolution in classification techniques over the past
few decades (Abbas et al., 2024; Saranya and Geetha,
2022; Abd Alaziz et al., 2023; Xhaferra et al., 2022;
Guo et al., 2019a; Kolisnik et al., 2021; Q. Ferreira
et al., 2019; Inoue et al., 2017; Ferreira et al., 2021).
Traditional classification techniques in the fashion in-
dustry primarily relied on manual categorization, for
example, based on silhouette and shapes that charac-
terize a garment’s outlines and fit, garment types and
purposes such as top, dress, and pants, and design ele-
ments as well as detailed attributes of a garment style
such as hemline length and neckline shape. Mov-
ing into the 21st century, the fashion industry began
to adopt more sophisticated hierarchical taxonomies
and categorization systems to organize garments into
multiple levels using various semantic grouping and
logic. Recent research has focused on hierarchical
multi-label classification models (Seo and Shin, 2019;
Zhong et al., 2023; Mallavarapu et al., 2021; Al-Rawi
and Beel, 2020) that mimic human classification pro-
cesses, and predict and produce multiple labels at dif-
ferent taxonomy levels for each garment. With the
advent of computer vision and deep learning, more
advanced and automated classification approaches
like Convolutional Neural Networks (CNNs) (LeCun
et al., 1998; Krizhevsky et al., 2017; Szegedy et al.,
2015; He et al., 2016) have emerged, enabling image-
based classification of garments, styles, and attributes
directly from visual data. More recently, inspired
by the rapid advancement and widespread adoption
of Artificial Intelligence (AI) foundation models, ap-
plication of the multi-modal techniques (Guo et al.,
2019b; Ngiam et al., 2011; Lu et al., 2019) with the
ability to understand and generate data across multi-
ple modalities, for example, text and image, has be-
come active research in fashion classification.

However, due to the complexity of algorithms that
require vast amounts of training data and substan-
tial computational power, current techniques face sig-
nificant challenges in addressing the rapidly evolv-
ing dynamics of the fashion industry, particularly in
classification problems. In this paper, we introduce
a novel approach to multi-label classification, inte-
grating LLMs (Chen et al., 2020), few-shot learning
(Kadam and Vaidya, 2020), and zero-shot learning

(Raffel et al., 2020) to develop a scalable, accurate,
and flexible system tailored to the dynamic, trend-
sensitive nature of fashion.

3 APPROACH

We describe our algorithm and demonstrate an imple-
mentation in more detail in this section.

3.1 Algorithm

3.1.1 Step 1: Leveraging LLM for Few-Shot
Learning

1. Initial training with few-shot learning

• Utilize a small, labeled dataset to train the LLM
on specific fashion categories.

• The LLM learns from this limited data to un-
derstand and identify key attributes and features
associated with each category.

2. Inference and reasoning

• The LLM applies its inference and reasoning
capabilities to generalize from the few exam-
ples provided.

• It identifies patterns, trends, and unique charac-
teristics of the fashion items within the limited
data, improving its understanding of the cate-
gories.

3.1.2 Step 2: Generating Descriptions for New
Classes

1. Guiding LLM to generate descriptions

• When a new fashion category and class is intro-
duced, the LLM uses its learned knowledge and
the few-shot learning context to generate a de-
tailed and precise description of the new class.

• This description includes key attributes, styles,
materials, and other relevant features that de-
fine the new category.

2. Semantic enrichment

• The generated description can be enriched with
semantic information, leveraging embeddings
and attributes that the LLM has learned from
existing data.

3.1.3 Step 3: Zero-Shot Learning with
Generated Descriptions

1. Utilizing descriptions for zero-shot learning
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• The detailed class description generated by the
LLM serves as a guideline for the zero-shot
learning process.

• The system uses the description to map features
of unseen instances to the new class, leveraging
semantic similarities and relationships.

2. Building binary classifiers

• For each new class, the system constructs bi-
nary classifiers using the LLM. These classi-
fiers determine whether an instance belongs to
the new class based on the description and se-
mantic guidance.

• The binary classifiers are integrated into the
overall multi-label classification framework,
enabling the system to handle multiple labels
simultaneously.

3.1.4 Step 4: Multi-Label Classification

1. Integrating classifiers

• The binary classifiers for new classes are com-
bined with existing classifiers to create a com-
prehensive multi-label classification system.

• The system evaluates each fashion item against
all relevant classifiers to assign the appropriate
labels.

2. Inference and prediction

• During inference, the system processes new
fashion items, applying both the few-shot
learned models and the zero-shot classifiers
guided by the LLM-generated descriptions.

• The LLM’s reasoning capabilities ensure ac-
curate and context-aware predictions, even for
classes with minimal or no labeled examples.

3.2 Implementation

There exist various options for LLMs in an implemen-
tation of our proposed approach. In this paper, we
present experiments and results from one of our im-
plementations using OpenAI GPT-4 (Achiam et al.,
2023). GPT-4 is a state-of-the-art LLM that is pre-
trained. In addition to its proficiency in language un-
derstanding and generation, it excels in understanding
context, following guidelines and instructions, logical
inference, and basic reasoning.

Figure 1 shows our implementation of the ap-
proach for Step 1. Garment Info contains examples
of the garments that belong to and that do not be-
long to the new class, in the form of the image and
text descriptions of the garments. Class Info contains
classification guidelines for the class, which can be

Figure 1: Implementation of the Algorithm Step 1 for run-
ning a few-shot learning with GPT-4.

in various forms that can be as simple as keywords
that best describe the fashion class. Class Info and
Garment Info are the inputs to GPT-4 for the few-shot
learning. They can either be provided by humans or
be generated by LLMs. We will compare and dis-
cuss these two different methods in more detail in the
Experiment section. These inputs are structured into
Prompt 1 which is sent into GPT-4 through the GPT
API. The goal of Prompt 1 is to guide GPT-4 to do the
few-shot learning using the labeled data and produce
the class descriptions accordingly. This learning pro-
cess can iterate with various examples and guidelines
in multiple rounds, each of which results in a class
description.

Figure 2: Implementation of the Algorithm Step 2 for gen-
erating the final descriptions of a new fashion class through
GPT-4.

Figure 2 illustrates how the final descriptions of
a new fashion class are generated. With potentially
multiple class descriptions generated by the few-shot
learning process, Prompt 2 carries these results to
GPT-4. The goal of Prompt 2 is to teach GPT-4 with
the knowledge that is learned from the small number
of labeled data in Step 1, and instruct GPT-4 to ana-
lyze and refine them using its inference and reasoning
capabilities, producing precise final class descriptions
at the end.

Figure 3 demonstrates a zero-shot binary classi-
fier. It uses Prompt 3 to instruct GPT-4 to do proper
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Figure 3: Implementation of the Algorithm Step 3 that
builds a zero-shot binary classifier using the generated class
descriptions on GPT-4.

inference and answer a binary classification question,
taking into account the knowledge learned for the new
fashion class and the query garment.

4 EXPERIMENT

4.1 Dataset

To support the development of the classification mod-
els and system, CaaStle picked a small proportion
of its inventory pool and manually tagged and val-
idated all of their labels. This dataset includes
2480 different styles and each style can have 1 or
more of 18 different labels (Table 1). Each style
comes with a vendor description and key charac-
teristics edited by CaaStle’s merchandising team.
Data formats of each style include a primary im-
age, multiple images of the same style in various
views such as front view, side view, and back view,
and descriptions in text. Examples of the data
can be browsed at https://closet.gwynniebee.com/ and
https://www.haverdash.com/. In the rest of the paper,
when we refer to an image of a style, it is always
the primary image. When multiple views of a style
are used in certain approaches, we will explicitly call
them out as multi-view images. We will refer to the
edited vendor description of each style Human prod-
uct description in this paper. The merchandising team
also provides a natural-language description of each
class / label and classification guidelines, and uses
them to train the team for the manual tagging and val-
idation of the class labels. We will call this data Hu-
man classification guidelines in this paper. Each style
can be tagged with multiple classes or labels in Aes-
thetic Styles as well as in Occasions, and only a single
class or label in Weather. In the rest of the paper, we
use the terms class and label interchangeably.

Table 1: Category and Class labels in the dataset.

Aesthetic Styles Occasion Weather
Feminine Party Cold
Classic Casual/Lounge Warm
Edgy Resort Year-round
Boho Day Night
Retro Work

Athleisuren Everyday
Minimalist Wedding Guest

Preppy

Figure 4: Workflow and setup of the experiment.

4.2 Experiment Setup

The data selection process is guided by general fash-
ion classification criteria and the high-level distribu-
tion of style attributes, such as product types (e.g.,
tops, dresses, pants), fabric, labor costs, and the con-
straints of manual tagging and validation. The mer-
chandising team continuously provides subsets of the
dataset through the data pipeline. This approach
aligns with our model exploration, testing, and sys-
tem development processes. The workflow and exper-
imental setup are illustrated in Figure 4. We use 60%
of the dataset, which arrived earlier in the pipeline,
for experimentation, model training, and validation.
The remaining 40%, including new labels absent dur-
ing the training phase, is used to test the classification
approach. This setup simulates a real-world scenario
where not only new styles of existing labels emerge,
but entirely new classes and labels also appear over
time. The classification system adapts by learning and
building new classifiers for these emerging classes
and labels, using a few example labels generated by
the merchandising team throughout the process.

4.3 Metrics

To evaluate the classification performance, we con-
sider three relevant metrics.

4.3.1 Accuracy

Accuracy = (True Positives + True Negatives) / (True
Positives + False Positives + True Negatives + False
Negatives)
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Accuracy gives a straightforward measure of over-
all performance. However, it can be misleading in the
case of imbalanced datasets where the majority class
dominates the metric.

4.3.2 F1-Score

F1-score is the harmonic mean of precision and recall.
F1-score helps alleviate the bias of Accuracy towards
dominant classes in imbalanced data. It is more infor-
mative than Accuracy especially when the dataset has
uneven class distribution by balancing both precision
and recall.

• F1-score = 2 * (Precision * Recall) / (Precision +
Recall)

• Precision = (True Positives) / (True Positives +
False Positives)

• Recall = (True Positives) / (True Positives + False
Negatives)

4.3.3 Weighted F1-Score

It is insufficient to compute only the F1-score for each
class independently because CaaStle judges the qual-
ity of the multi-label classification at the category
level across all its classes in addition to the quality
of each class. When evaluating quality, the business
regards every instance of a single labeling equally,
and every label equally. Therefore, we compute a
weighted F1-score using a weight that reflects the pro-
portion of the true instances from each class over the
total instances of the category.

Weighted F1 =
N

∑
i=1

wiF1i (1)

This method takes class imbalance into account,
where N is the number of classes in the category, wi
is the ratio of the number of true instances for each
class to the total instances for the category, and F1i is
the F1-score for each class.

We present the results in F1-scores for each class
and Weighted F1-scores for each category and dataset
in this paper.

CaaStle’s quality target of the classification sys-
tem is to achieve at least 0.7 of F1-score for each
class, and 0.8 of weighted F1-score for the category
that includes the classes.

4.4 Experiments on State-of-the-Art
Models

With the labeled styles and their image and text data,
we attempt to train a multi-label classification model,

using the 2480 unique styles, text description for each
of them, 10K multi-view images for all the styles, and
18 possible labels, through the typical training, vali-
dation, and testing process. This is an important task
in our experiments because we need to understand
whether the state-of-the-art modeling methods can
support the multi-label classification requirements,
and if they do not, what problems we need to address
in designing the new methods. The modeling methods
we test include Google Vertex by training a classifier
from scratch, and three widely adopted pre-trained
image classification models, ResNet-50 (Koonce and
Koonce, 2021), Vision Transformer (ViT) (Dosovit-
skiy et al., 2020), and Contrastive Language-Image
Pre-training (CLIP) (Radford et al., 2021). We use
only image data for Vertex, RestNet-50, and ViT,
but {image, text caption} data for CLIP to take ad-
vantage of CLIP’s multi-modal capability. Experi-
ments show common evidence of serious overfitting
across all these different methods. The class-level F1-
scores spread from 0.1 to 0.8, and the category-level
weighted F1-scores are usually around 0.5 and below.
The main challenge comes from the lack of labeled
data for the multi-label classification problem. For ex-
ample, during fine-tuning of the pre-trained models,
we need to tune the last layer by having the number of
nodes match the number of labels, using the sigmoid
rather than the softmax activation function for each
node, and fitting with the binary cross-entropy loss
function. This more complex mathematical form of
the models requires much more labeled data for train-
ing. To validate the hypothesis about the impacts of
the problem complexity, we also test by reducing the
complexity of the problem from multi-label to multi-
class and eventually to one-vs-all classification prob-
lems. Notice that by reducing the problem complex-
ity we also change the goal of the classification prob-
lem itself. We only do so to get a better understand-
ing of the possible causes of the overfitting problem.
Transforming the multi-label problem to a multi-class
and one-vs-all classification setup indeed helps in im-
proving the testing F1-scores, however, the overfitting
is still present, and the F1-scores are still nowhere
close to CaaStle’s quality target. To continue in this
technical direction, even for fine-tuning a pre-trained
model, we will need to label a lot more styles espe-
cially styles that have multiple labels to start with. In
contrast, we will show the results of our proposed ap-
proach which significantly outperforms.

4.5 Evaluating CaaStle Approaches

In this section, we summarize the key experiments
and results that show the superior performance of the
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0.50

0.75
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Classic Feminine Edgy Boho Retro Minimalist Preppy Athleisure

No Few-Shot Learning With Few-Shot Learning

Classification Quality : F1 Scores

Figure 5: We compare the quality of zero-shot classification
between the approaches with and without few-shot learning.

classification that is driven by integrating few-shot
learning, LLM, and zero-shot learning.

4.5.1 Few-Shot Learning on LLMs Boosts
Zero-Shot Classification

The crucial difference between the two zero-shot
classification approaches, shown in Figure 5, is in
class description generation. In the approach with
no few-shot learning, we use the human classifica-
tion guidelines that are crafted by the merchandis-
ing team. This approach is considered the best effort
in zero-shot learning because it leverages the knowl-
edge best known by humans. On the other hand, in
the approach with few-shot learning, the classifica-
tion guideline uses the class description generated by
few-shot learning on GPT-4 (Figure 1, Figure 2). We
are essentially comparing zero-shot binary classifiers
using knowledge learned by few-shot on GPT-4 with
that using human knowledge and the best efforts. The
improvement in classification quality by the few-shot
learning on GPT-4 is significant. Figure 5 shows that
the few-shot learning always outperforms, from 2%
to 118% better than the zero-shot approach without
it. Even though the Aesthetic Classes are very di-
verse, our proposed approach of few-shot learning is
quite robust, showing consistently high performance
across all the classes. Compared to the other Aes-
thetic Classes, styles in the Classic class appear more
consistent, as their characteristics are well-captured
by human knowledge and descriptions. As a result,
learning from additional examples does not provide
significant value.

During the experimentation and related sensitiv-
ity analyses, we gain more insights into how few-shot
learning and GPT-4 interplay. LLMs, including GPT-
4, work well in discovering and generalizing com-
mon patterns from examples. Fashion items, how-
ever, often require attention to some subtle and seem-
ingly minor details that can be decisive in fashion
classification but not so much in machine learning.
Therefore the prompt needs to be designed and exper-

Aesthetic Classes

0.00

0.25

0.50

0.75

1.00

Classic Feminine Edgy Boho Retro Minimalist Preppy Athleisure

Human Product Description GPT-4 Generated Product Description

Classification Quality : F1 Scores

Figure 6: We compare the quality of two different methods
in producing the product description of a fashion item. The
product description is an important parameter for Garment
Info that is required by Prompt 1 in Figure 1.

imented with to better guide GPT-4 to perform learn-
ing more specifically. The learning outcome from
GPT-4 can be sensitive to the input examples. We
test with various strategies, including using positive
examples, negative examples, and sampled examples
according to certain distribution considerations. We
find that it is beneficial for running few-shot learning
in multiple epochs, which allows us to run representa-
tive but diverse examples throughout the entire learn-
ing. Thereafter, we can apply different strategies and
algorithms in generating the final class descriptions
based on multiple candidates of the class descriptions,
coming out of the few-shot learning epochs. Figure 1
and Figure 2 illustrate the prompts we design in both
steps for guiding GPT-4 to perform the learning and
class description generation tasks.

4.5.2 LLM Generated Garment Data Improves
Classification

In the last section, we have already shown that the
class description generated by LLM (GPT-4) through
few-shot learning significantly improves the classi-
fication performance. In this section, we show that
the classification performance is further improved by
leveraging the product description that is generated
by LLM (GPT-4). Figure 6 illustrates that, com-
pared to the approach of using the product descrip-
tions that are provided by the vendors or crafted by
humans, the approach of using the GPT-4 generated
texts is consistently better. The Preppy class is an
exception, as the GPT-4-generated product descrip-
tions are sometimes overly specific about certain de-
tails, which can negatively affect the class descrip-
tion generation. At the category level for Aesthetic
Styles across all classes, using the Human Product
Description yields a weighted F1-score of 0.66, while
the GPT-4-Generated Product Description achieves a
weighted F1-score of 0.80. This represents a 20%
improvement in classification performance when us-
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ing GPT-4-generated descriptions. It highlights a sig-
nificant advantage of LLMs like GPT-4, which are
trained on vast amounts of internet data, enabling
them to reason with richer and broader contexts than
the domain-specific expertise of humans.

4.5.3 Multi-Modality Improves Few-Shot
Learning Performance

Aesthetic Classes

0.00

0.25

0.50

0.75

1.00

Classic Feminine Minimalist

Few-Shot Learning by Text Only Few-Shot Learning by {Image, Text}

Classification Quality : F1 Scores

Figure 7: We show the benefit of multi-modality in few-shot
learning. Here since we have a smaller number of data sam-
ples, we use a line chart that helps show the performance
differences between the two lines more clearly.

We can leverage both image and text data in few-shot
learning because GPT-4 supports multi-modals. Fig-
ure 7 demonstrates the benefits of multi-modality in
few-shot learning. Leveraging both image and text
data with GPT-4 improves classification performance
by 5% to 17%, demonstrating the advantage of GPT-
4’s multi-modal capabilities.

To conclude, Figure 8 summarizes the classifica-
tion performance of our proposed approach for all the
18 classes in the testing dataset (Table 1, Figure 4).
The weighted F1-score for the entire dataset across
all the 18 classes from 3 different categories is 0.802,
reaching higher than CaaStle’s quality target for the
multi-label classification task for every single class
and category in CaaStle’s dataset. This demonstrates
that our new approach is robust.
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Figure 8: We show the classification performance for all 18
classes in our dataset.

5 CONCLUSIONS

In this paper, we introduced a novel approach that in-
tegrates the strengths of LLMs, few-shot learning, and
zero-shot learning to create a robust multi-label clas-
sification system tailored for the fashion industry. By
generating detailed descriptions of new classes and
using them as guidelines, our system ensures accu-
rate and scalable classification, adapting seamlessly
to the dynamic nature of fashion trends with minimal
data requirements. This innovative methodology sig-
nificantly enhances the efficiency and effectiveness of
multi-label classification for fashion items.

Our approach is the first to combine these ad-
vanced techniques to address the unique challenges
of fashion classification. Through the integration of
OpenAI’s GPT-4, a state-of-the-art pre-trained LLM,
we demonstrated substantial improvements in classi-
fication performance, particularly in scenarios with
limited labeled data. The few-shot learning process,
supported by GPT-4, generates precise class descrip-
tions, which are crucial for effective zero-shot learn-
ing. This enables the system to classify new and ex-
isting fashion items accurately, maintaining high per-
formance despite the constant influx of new styles and
labels.

Additionally, GPT-4’s multi-modal capabilities,
which allow it to process both image and text data,
contribute to the superior performance of our clas-
sification system. By leveraging these features, we
observed significant improvements in weighted F1-
scores across various fashion categories.

This multi-label classification system has already
made significant contributions to CaaStle’s merchan-
dising and operations. The rapid development of
automated, high-quality classification has provided
CaaStle with rich semantic data about its inventory,
enhancing product capabilities in inventory manage-
ment, optimization, and personalization. Our ap-
proach offers a scalable, flexible, and highly accurate
solution, paving the way for further advancements in
the fashion industry and beyond.
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Abstract: Natural language processing (NLP) is an interdisciplinary field that enables machines to understand and gen-
erate human language. One of the crucial steps in several NLP tasks, such as emotion and sentiment analysis,
text similarity, summarization, and classification, is transforming textual data sources into numerical form, a
process called vectorization. This process can be grouped into traditional, semantic, and contextual vector-
ization methods. Despite their advantages, these high-dimensional vectors pose memory and computational
challenges. To address these issues, we employed a sliding window technique to partition high-dimensional
vectors, aiming not only to enhance computational efficiency but also to detect emotional information within
specific vector dimensions. Our experiments utilized emotion lexicon words and emotionally labeled sen-
tences in both English and Turkish. By systematically analyzing the vectors, we identified consistent patterns
with emotional clues. Our findings suggest that focusing on specific sub-vectors rather than entire high-
dimensional BERT vectors can capture emotional information effectively, without performance loss. With this
approach, we examined an increase in pairwise cosine similarity scores within emotion categories when using
only sub-vectors. The results highlight the potential of the use of sub-vector techniques, offering insights into
the nuanced integration of emotions in language and the applicability of these methods across different lan-
guages.

1 INTRODUCTION

Natural language processing (NLP) is a field at the in-
tersection of computer science, artificial intelligence,
and linguistics that aims to enable machines to un-
derstand and generate human language. In text-based
natural language processing, the first step is to convert
the given textual content into a numerical format that
computers can process. These numerical represen-
tations are expected to reflect the complex elements
of language, including grammatical rules, vocabulary,
and various linguistic components. In the field, the
process of converting textual data into numerical rep-
resentations is commonly referred to as vectorization.
The combined representation of documents within a
common vector space is known as the vector space
model (Manning et al., 2008). This model, which is
grounded in linear algebra, allows for vector-based
operations like addition, subtraction, and similarity
calculations.

We can examine vectorization methods in three
a https://orcid.org/0000-0002-3535-3696
b https://orcid.org/0000-0002-9606-3625

groups: traditional (i.e., one-hot encoding, TF, IDF),
semantic (i.e., Word2Vec (Mikolov et al., 2013)
and GloVe (Global Vectors for Word Representation)
(Pennington et al., 2014)), and contextual (i.e., BERT
(Bidirectional Encoder Representations from Trans-
formers) (Devlin et al., 2018), GPT (Generative pre-
trained transformers) (OpenAI, 2023), ELECTRA
(Clark et al., 2020)) methods. Traditional methods
represent words as discrete, sparse vectors without
capturing semantic meaning. Semantic methods gen-
erate dense vectors that are designed to capture se-
mantics but fail to account for word polysemy. Con-
textual methods create vectors that vary with context,
capturing deeper semantics and polysemy informa-
tion. Considering the problems with traditional meth-
ods, such as the increased computational demand as
the number of existing words increases and the lack
of semantic information, or in semantic vectors, the
neglect of polysemy information and having a sin-
gle vector for each word independent of its context
in a sentence, recently, contextual vectors are more
frequently used in NLP problems and achieve better
success.
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Unlike static word embeddings, models such as
ELMO (Peters et al., 2018), BERT (Devlin et al.,
2018), and DistilBERT (Sanh et al., 2019) produce
embeddings that consider the word sense and poly-
semy by adapting to the specific context in which
a word is used. ELMO employs a bi-directional
long short-term memory architecture to create mul-
tiple vectors for words in different contexts, enhanc-
ing tasks such as question answering and sentiment
detection. BERT, introduced by Google, utilizes a
multi-layer bidirectional transformer encoder and a
masked language model approach, showing perfor-
mance in various NLP applications through transfer
learning. BERT’s significant potential and perfor-
mance have led to the development of efficient vari-
ants such as RoBERTa (Liu et al., 2019), ALBERT
(Lan et al., 2019), and DistilBERT (Sanh et al., 2019).
Beyond BERT-based models, approaches like ULM-
Fit and XLNet have also shown promising results in
tasks like sentiment and emotion analysis, further di-
versifying the landscape of contextual embeddings in
NLP.

The vectors created to represent any text unit are
high-dimensional vectors (e.g., the vectors produced
from BERT-base and BERT-large models have dimen-
sions of 768 and 1024, respectively). When per-
forming classification, measuring similarity, and/or
running other procedures employing these high-
dimensional vectors, they can lead to significant
memory and computational costs, especially when
working with large datasets. Furthermore, feature
engineering holds great importance in classification
problems. Although high-dimensional vectors carry
detailed information, not all dimensions may be nec-
essary in the solution of a specific problem. Elimi-
nating irrelevant or low-information features can im-
prove the model’s performance and prevent over-
fitting. Additionally, feature selection can reduce the
computational costs and memory requirements of the
model, providing a significant advantage. In this con-
text, we investigated the following 3 research ques-
tions (RQ) for this study:

RQ1. How can we enhance the effectiveness of
vector representations by optimizing computational
efficiency?

Our goal was to tackle the computational chal-
lenges associated with high-dimensional vectors, par-
ticularly when handling large datasets. By employ-
ing a sliding window method, we systematically ex-
amined recurring patterns within these vectors to en-
hance computational efficiency.

RQ2. Can we have insights into the nuanced inte-
gration of emotions within language representations
of text units?

As detailed in Section 3, we investigated
whether the method we applied to BERT vectors
of words/sentences labeled with different emotions
could detect emotional information in specific parts
of the vector representations.

RQ3. What are the differences or similarities be-
tween the application of an optimization approach on
vectors in the English and Turkish languages?

In the literature, while many methods used in the
field of NLP on texts demonstrate success in the En-
glish language, it is observed that the same method
may not yield the same success or effects when ap-
plied to different languages. Therefore, both for this
reason and to make comparisons, we conducted ex-
periments for the proposed method in both English
and Turkish languages. The reason for choosing
Turkish as a second language is that it differs signif-
icantly from English in terms of grammar. Among
the general features of Turkish, its agglutinative struc-
ture, vowel harmony, and frequent usage of idioms
and proverbs can be counted. For example, the 22-
letter Turkish word “Anlamlandıramadıklarım.” can
be expressed in English as the 6-word sentence “What
I couldn’t make sense of.”.

In summary, we examined whether certain dimen-
sions within the representations of text units might in-
clude concealed information, such as emotions. This
led us to explore the possibility of detecting emotional
cues through a detailed analysis of these dimensions.
To achieve this goal, we employed a sliding window
approach to partition vectors and identify consistent
patterns, aiming to enhance computational efficiency
and gain a deeper understanding of the integration of
emotions within these vectors. Our experiments in-
volve emotion lexicon words and emotionally labeled
sentences, and we also utilized BERT as an embed-
ding model. Ultimately, this approach, which offers a
new perspective on emotional representation, can be
applied to any text unit, any embedding model, and
any hidden information that can be detected. The con-
tributions of the study can be listed as follows:
1. A dimensionality reduction technique through a

sliding window approach is introduced to parti-
tion high-dimensional vector representations of
texts into smaller sub-vectors, improving compu-
tational efficiency while maintaining or enhancing
the effectiveness of representations.

2. Specific sub-vectors within BERT vectors that
contain emotional information have been identi-
fied, suggesting that emotional clues are localized
within certain dimensions of the vectors.

3. Experiments utilizing only sub-vectors are con-
ducted in both English and Turkish, demonstrat-
ing the effectiveness of the proposed method for
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two languages with different grammatical struc-
tures.

In the subsequent sections of the paper, Section
2 provides a literature review, Section 3 details the
proposed method, Section 4 presents the experiments
and results, and Section 5 concludes with the findings
and implications.

2 LITERATURE REVIEW

Vector space models refer to the numerical represen-
tation of text units (like words or phrases) in a vector
space. As can be seen in Figure 1, the models can be
considered in two different groups: context-free and
contextual models.

Figure 1: Vector space models.

From the context-free models, traditional models
like one-hot encoding, tf-idf, and co-occurrence ma-
trix representation lack semantic understanding. For
instance, co-occurrence matrix representation counts
word occurrences but fails to capture the nuances of
word meanings and their semantic associations. Thus,
these models struggle to comprehend the deeper
meaning and context of language, which brings a
drawback in tasks requiring semantic understanding,
such as sentiment analysis and language translation.
Semantic embeddings like Word2Vec and GloVe pro-
vide the representation of words with similar mean-
ings close together in vector space. Capturing seman-
tic relationships between words helps these models
manage tasks like semantic similarity and word anal-
ogy. Although they have been a significant innovation
in the field of NLP for containing semantic informa-
tion, these models generate only a single static vector
for each word. In other words, these models that pro-
duce context-free vectors do not consider polysemy
and content.

Contextual models like BERT and ELMO produce
different embeddings based on the context in which
they are used, even for the same words with different

meanings. These contextual models are designed to
capture nuanced information in language and repre-
sent the complex relationships between words in var-
ious contexts. The representations are based on high-
dimensional embeddings, typically ranging from 512
to 1024 dimensions. For instance, BERT has two ver-
sions: BERT-base with 768 dimensions and BERT-
large with 1024 dimensions. Similarly, ELMO em-
beddings have 1024 dimensions. Two embedding
models from GPT, text-embedding-3-small, and text-
embedding-3-large, produce vectors with lengths of
1536 and 3072, respectively. While these high-
dimensional embeddings capture rich and detailed
linguistic information, they have challenges such as
increased computational complexity and memory re-
quirements. In the literature, dimensionality reduc-
tion techniques, such as PCA (Principal Component
Analysis) and t-SNE (t- Stochastic Neighbor Embed-
ding), are often used to address these issues while
preserving the performance in several tasks (Rau-
nak et al., 2019; Ayesha et al., 2020; George and
Sumathy, 2022; Álvaro Huertas-Garcı́a et al., 2022;
Zhang et al., 2024). For example, (Zhang et al., 2024)
study investigates the effects of reducing the dimen-
sionality of high-dimensional sentence embeddings.
The research assesses various unsupervised dimen-
sionality reduction techniques, such as PCA, SVD
( truncated Singular Value Decomposition), KPCA
(Kernel PCA), GRP (Gaussian Random Projections
), and autoencoders, to compress these embeddings.
The aim is to cut down on storage and computational
expenses while preserving performance in different
downstream NLP tasks. Their findings indicate that
PCA is the most efficient method, achieving a 50%
reduction in dimensionality with only a 1% perfor-
mance loss. Notably, for some sentence encoders,
reducing dimensionality even enhanced accuracy. In
the research conducted by (Su et al., 2021), they uti-
lize a technique referred to as “whitening”, which is
based on PCA (Principal Component Analysis), to
process BERT sentence representations. This method
reduces the embedding size to 256 and 384, aiming
to address the issue of anisotropy and diminish di-
mensionality. Experimental results on seven bench-
mark datasets demonstrate that their method substan-
tially enhances performance and reduces vector size,
optimizing memory storage and accelerating retrieval
speed.
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Figure 2: Framework for vector partitioning with sliding window technique.

3 METHOD: DIMENSIONALITY
REDUCTION

Although contextual embeddings effectively capture
both semantic and contextual knowledge, their high-
dimensional vectors can be both space-consuming
and computationally expensive, especially with large
datasets. Additionally, specific dimensions or seg-
ments of these vectors might capture information re-
lated to specific features of language or properties of
the text unit they represent. In this study, we proposed
an alternative approach that emphasizes identifying
patterns within vectors of any text unit, thereby re-
ducing the complexity of the analysis. This approach
is adaptable to any vectorization model.

We conducted an experimental study to find sub-
vectors containing emotion information within BERT
vectors of sentences and words labeled with different
emotion categories (anger, fear, sadness, and joy) and
measured the performance of word and sentence rep-
resentations using only these sub-vectors. To perform
a comparative study and observe the method’s effec-
tiveness in different languages, we conducted the ex-
periments in both English and Turkish. Our proposed
methodology is summarized as follows:

1. A sliding window technique is employed to exam-
ine and extract meaningful patterns from BERT
vectors. This method divides the vectors into
smaller, fixed-size parts (windows), enabling us
to obtain local contextual information.

2. Cosine similarity between words (both for En-
glish and Turkish) labeled with the same emotion
category is measured using only certain windows
of BERT vectors for word representations. Here,
an increase in cosine similarity values is expected

if there is emotion-specific information in certain
windows of the vectors.

To determine the window size for the sliding win-
dow technique we referred to the study of (Su et al.,
2021). They proposed another dimensionality reduc-
tion technique to decrease BERT vectors to lengths
of 256 and 384. Thus, in our study, the window size
is selected as 256. Initially, BERT word vectors, la-
beled by 4 different emotion categories and having
a length of 768, are divided into sub-vectors with a
window size of 256. The slide size is determined
to be 64 to cover every dimension of the BERT vec-
tors. For example, the first sub-vector (window) starts
at dimension 1 and ends at dimension 256, and the
second one spans from dimension 65 to 321 as can
be seen detailly in Figure 2. To sum up, employing
the sliding window technique, we segmented the 768-
dimensional word BERT vectors into nine subvectors.

4 EXPERIMENTS

In this study, we utilized the NRC English emotion
lexicon (Mohammad and Turney, 2013) words and the
Turkish-translated NRC emotion lexicon (TT-NRC)
(Aka Uymaz and Kumova Metin, 2023). Both lex-
icons are annotated by Plutchick’s (Plutchik, 1980)
emotion categories. In the experimental study, we
considered the lexicon words labeled by four emotion
categories, namely anger, fear, sadness, and joy, for
both languages. The initial step was obtaining BERT
vectors of each lexicon word. Because BERT con-
structs vectors for words based on their surrounding
context, the words and the sentences constituting the
words should be given as parameters to BERT. We
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Table 1: Pairwise in-category cosine similarity results of English words while using only one window.

Windows
1 2 3 4 5 6 7 8 9

Anger-Anger 0.249 0.597 0.628 0.633 0.630 0.361 0.256 0.244 0.233
Fear-Fear 0.220 0.607 0.634 0.640 0.637 0.340 0.236 0.226 0.215
Sadness-Sadness 0.236 0.598 0.629 0.636 0.633 0.357 0.254 0.250 0.242

In-category
cosine similarity

Joy-Joy 0.285 0.665 0.687 0.692 0.690 0.403 0.311 0.305 0.283

Table 2: Pairwise in-category cosine similarity results of Turkish words while using only one window.

Windows
1 2 3 4 5 6 7 8 9

Anger-Anger 0.288 0.330 0.300 0.324 0.312 0.767 0.766 0.768 0.775
Fear-Fear 0.276 0.318 0.292 0.321 0.306 0.760 0.760 0.761 0.768
Sadness-Sadness 0.275 0.317 0.295 0.321 0.302 0.760 0.760 0.762 0.770

In-category
cosine similarity

Joy-Joy 0.276 0.318 0.316 0.342 0.341 0.797 0.796 0.798 0.805

followed the same technique as (Aka Uymaz and Ku-
mova Metin, 2023) for deriving BERT vectors utiliz-
ing the collection of three sentence datasets labeled by
emotion four emotion categories (anger, fear, sadness,
joy): TEI (Mohammad and Bravo-Marquez, 2017),
TEC (Mohammad, 2012), and TREMO (Tocoglu and
Alpkocak, 2018). After applying our proposed slid-
ing window technique, we divided each BERT vector
of lexicon words into 9 sub-vectors. Then, utilizing
these sub-vectors individually to represent each word
vector, we measured the pairwise cosine similarity
score between each word belonging to emotion cate-
gories (in-category cosine similarity). Cosine similar-
ity takes values between 0 and 1. 0 indicates that two
vectors are completely different, while 1 means they
are identical. In this study, a high cosine similarity
score may indicate that certain sub-vectors are bet-
ter at capturing that emotion category. For instance,
when assessing cosine similarity between two words
labeled with joy, we utilized only the subvectors span-
ning dimensions 1 to 256 and computed the cosine
similarity. This procedure was repeated for other win-
dows, resulting in nine cosine similarity experiments
for each word represented by a single subvector. The
outcomes were shown as heat maps in Tables 1 and 2
for English and Turkish lexicon words, respectively.

The heat maps reveal that certain dimensions
within BERT vectors contain emotional clues. Con-
sequently, employing specific subsets of these vectors
in cosine similarity assessments yields higher similar-
ity compared to others. This implies that focusing on
subsets can be sufficient instead of utilizing all 768-
dimensional vectors. Specifically, our examination of
English word vectors identified emotional data within
windows 2, 3, 4, and 5, while in Turkish, emotional
intensity may also found within windows 6, 7, 8, and
9.

Following analyzing the in-category cosine simi-
larity among lexicon words represented by a window-

based vector, we applied these findings to a specific
process in emotion identification: emotion enrich-
ment of text units. The experimental study on emo-
tion enrichment consists of two phases: sentence sub-
vector construction and emotion enrichment on sen-
tence vectors.

In this phase of the experimental study, we uti-
lize the TEI (Mohammad and Bravo-Marquez, 2017),
TEC (Mohammad, 2012), and TREMO (Tocoglu and
Alpkocak, 2018) datasets. Among these, TREMO is a
Turkish dataset, while the others are English datasets.
To enable experiments with both English and Turk-
ish, we translated the English datasets into Turkish
and the Turkish dataset into English. Subsequently,
we selected 500 sentences from each emotion cat-
egory (anger, fear, sadness, joy) randomly, to con-
struct the Emotion Sentence Dataset (ESD) used in
the sentence-based experiments. In order to construct
sentence sub-vectors, firstly, as an alternative to us-
ing the 768-dimensional BERT vectors for sentence
representations, we utilized the sub-parts identified
as having emotional information prior to word-based
experiments for both English and Turkish as can be
seen in detail in Figure 3. We combined the sub-
parts that yielded the best results in each language.
For instance, it was found that the English BERT vec-
tors had more emotive information in sub-vectors 2,
3, 4, and 5. These sub-parts were concatenated to
create a vector that spans from the start of the sec-
ond window’s dimensions to the end of the fifth win-
dow’s dimensions. The process for combining these
sub-vectors is illustrated in Figure 4.

Later, we observed the success of BERT vec-
tors and sub-vectors from sentences in both lan-
guages in the emotion enrichment process (EEP). In
studies on emotion classification or detection, emo-
tion/sentiment enrichment is a frequently researched
process in the literature (Agrawal et al., 2018; Wong-
patikaseree et al., 2021; Matsumoto et al., 2022). It
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Figure 3: Flowchart for dimensionality reduction for word and sentence vectors.

Figure 4: Framework for extracting sub-vectors.

has been observed in studies that although semantic
and contextual embeddings demonstrate significant
success in representing any text unit, they have some
shortcomings in expressing emotional information.
Therefore, it has been suggested that these vectors be
enhanced by adding emotional information. Studies
using cosine similarity-based or classification-based
approaches with vectors containing emotional infor-
mation have shown higher success. Various methods
have been proposed in the literature. In this study,
we applied the emotion enrichment method proposed
by (Aka Uymaz and Kumova Metin, 2023) to our
English and Turkish sentence datasets. In summary,
this method works by comparing the vectors to be en-
riched with the vectors of emotion lexicon words. In
this comparison, the similarity (cosine similarity) of
each word to the emotional words in the lexicon is
calculated. The closest emotional words are identi-
fied, and their vectors are used to enhance the orig-
inal word’s vector by weighting and averaging them
based on their emotional relevance. Finally, a hybrid
word representation is constructed by integrating se-
mantic/contextual and emotional embeddings.

In the experiments involving the emotion enrich-
ment process, we used Turkish and English sentences

as the text units to be enriched with emotional infor-
mation. Then, we calculated pairwise in-category co-
sine similarity scores within every emotion category
before and after enrichment. For the vector repre-
sentation of the sentences, we used 768-dimensional
BERT vectors and the BERT sub-vectors obtained in
the previous stage. The lexicons we used in the emo-
tion enrichment process were the NRC and TT-NRC
lexicons. We followed the same procedure for the
vector representation of the lexicon words as we did
for the sentences. That is, we first represented the
lexicon words with BERT, then subjected the words
to the enrichment process as in (Aka Uymaz and Ku-
mova Metin, 2023), and finally obtained their sub-
vectors.

Tables 3 and 4 present the emotion enrichment
process of English and Turkish sentences by repre-
senting them with BERT and BERT sub-vectors. The
first row in each table presents the average cosine sim-
ilarity results within emotion categories for sentences,
using BERT vectors of 768 lengths without additional
enrichment. We used these values as a baseline and
evaluated the outcomes of various enrichment com-
binations in comparison, showcasing the increments
as percentages in the tables. In the second row,

Optimizing High-Dimensional Text Embeddings in Emotion Identification: A Sliding Window Approach

263



Table 3: English Sentence embeddings enrichment with several combinations. (The best results are shown in bold.).
Sentence
embedding

Enrichment
process Enrichment by In-category similarity (% improvement)

Anger Fear Joy Sadness Average
BERT - - 0,610 - 0,593 - 0,623 - 0,597 - 0,606 -

BERT ✓ Emotion Lexicon
Words (BERT + EEP) 0,844 38,36% 0,838 41,32% 0,879 41,09% 0,845 41,54% 0,852 40,57%

BERT Subvector ✓
Emotion Lexicon
Words Subvector
(BERT + EEP)

0,885 45,09% 0,880 48,44% 0,905 45,28% 0,883 47,88% 0,888 46,65%

Table 4: Turkish Sentence embeddings enrichment with several combinations. (The best results are shown in bold.).
Sentence
embedding

Enrichment
method Enrichment by In-category similarity (% improvement)

Anger Fear Joy Sadness Average
BERT - - 0,752 - 0,747 - 0,758 - 0,747 - 0,751 -

BERT ✓ Emotion Lexicon
Words (BERT + EEP) 0,922 22,61% 0,931 24,63% 0,943 24,41% 0,927 24,10% 0,931 23,93%

BERT Subvector ✓
Emotion Lexicon
Words Subvector
(BERT + EEP)

0,953 26,67% 0,959 28,45% 0,966 27,45% 0,956 28,03% 0,959 27,65%

768-dimensional BERT vectors were subjected to the
emotion enrichment process with 768-dimensional
lexicon word vectors, while in the third line, alter-
natively, both sentence and lexicon word sub-vectors
were used to represent and subjected to the emotion
enrichment process. As can be seen, in both lan-
guages, the in-category cosine similarity results of
emotionally enriched sentence vectors have yielded
the best outcome when subvectors of both sentence
and lexicon words’ vectors are utilized for all four
emotions. The best results in both languages have
been observed in the joy emotion category with scores
of 0,905 for English and 0,956 for Turkish. These
results provide promising insights into the effective-
ness of using sub-vectors instead of high-dimensional
vectors, both for the emotion enrichment process and
potentially reducing computational costs due to de-
creased vector size.

5 CONCLUSION

Natural language processing stands as a bridge be-
tween computer science, artificial intelligence, and
linguistics, which focuses on machines that can com-
prehend and generate human language better through
extensive analyses in various domains such as senti-
ment analysis, text summarization, and classification.

One of the most important processes in NLP
studies is vectorization, which is simply the trans-
formation of textual data into numerical representa-
tions, for any computational analysis. Unlike tradi-
tional methods like TF-IDF, newer techniques such
as Word2Vec and BERT gained popularity because of
having semantic and contextual knowledge, respec-
tively, enriching the depth of linguistic representa-
tion. Especially, contextual models like BERT and its
derivatives not only capture word semantics but also

adapt to the nuanced contextual usage and polysemy,
thereby addressing the limitations of traditional and
semantic approaches.

However, the use of high-dimensional vectors
poses computational challenges, particularly in large
datasets. Feature selection and computational effi-
ciency enhancements emerged as considerations as
optimization strategies. In this context, we identified
three research questions for our study:

RQ1. How can we enhance the effectiveness of
vector representations by optimizing computational
efficiency?

RQ2. Can we have insights into the nuanced inte-
gration of emotions within language representations
of text units?

RQ3. What are the differences or similarities be-
tween the application of an optimization approach on
vectors in the English and Turkish languages?

Firstly, related to RQ1, we proposed a sliding win-
dow technique to partition vectors into smaller, fixed-
size parts, enabling the extraction of local contextual
information. This method was evaluated through pair-
wise cosine similarity metric among emotion lexicon
words which were annotated by four emotion cate-
gories, using both English and Turkish for addressing
RQ3.

Our experimental findings as an answer to RQ2
revealed that utilizing BERT vectors demonstrated
that certain dimensions are more informative regard-
ing emotional content. This suggests that using sub-
vectors may effectively capture emotional clues and
nuances in the languages, potentially reducing the
need to utilize entire high-dimensional vector repre-
sentations.

In the subsequent phase, we applied our findings
to sentence vectors, constructing sentence sub-vectors
based on the identified emotional dimensions (accord-
ing to determined windows) from the word-based ex-
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periments. Then, to test our hypothesis on the effec-
tiveness of using specific vector segments, we con-
ducted experiments with these subvectors in compari-
son to using the original vectors in a case study related
to the emotion enrichment process on vectors. This
process simply incorporates vectors with additional
emotional information. The comparative analysis be-
tween English and Turkish highlighted the adaptabil-
ity of our method to different languages, acknowl-
edging the grammatical and structural differences of
Turkish.

When we examined the experimental results, we
found that using specific sub-vectors instead of the
original BERT vectors was both sufficient and could
improve performance in cosine similarity calculations
within emotion categories at both the word and sen-
tence levels. As far as we know, this perspective and
method have not been previously studied in terms of
their applicability to any text unit represented by any
vectorization method. Additionally, this approach is
might be effective in capturing different types of in-
formation in vector representations and adapting to
different problems.

In future studies, similar experiments can be con-
ducted on other large language models (e.g., GPT
models (OpenAI, 2023), RoBERTa (Liu et al., 2019),
ELMO (Peters et al., 2018)) that have shown success-
ful results in the literature. This approach may en-
able the investigation of different sub-vectors contain-
ing emotional information in these models and to get
new perspectives. In our study, we carried out com-
parative analyses on English, a language rich in re-
sources, and Turkish, an agglutinative language with
fewer resources and a different grammatical structure.
This study can be expanded to include languages from
different language families and with various features.
Additionally, vectors can be reanalyzed for different
problems or information searches and the effective-
ness of the approach in various scenarios can be ex-
amined.
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Abstract: Automatic Algorithm Selection involves predicting which solver, among a portfolio, will perform best for a
given problem instance. Traditionally, the design of algorithm selectors has relied on domain-specific fea-
tures crafted by experts. However, an alternative approach involves designing selectors that do not depend on
domain-specific features, but receive a raw representation of the problem’s instances and automatically learn
the characteristics of that particular problem using Deep Learning techniques. Previously, such raw represen-
tation was a fixed-sized image, generated from the input text file specifying the instance, which was fed to
a Convolutional Neural Network. Here we show that a better approach is to use text-based Deep Learning
models that are fed directly with the input text files specifying the instances. Our approach improves on the
image-based feature-free models by a significant margin and furthermore matches traditional Machine Learn-
ing models based on basic domain-specific features, known to be among the most informative features.

1 INTRODUCTION

Automatic Algorithm Selection (AAS) aims to pre-
dict the optimal solver for a given problem instance
from a portfolio. Traditionally, this process relies on
domain-specific features crafted by experts, which,
while effective, limits scalability and transferability
due to the need for extensive domain knowledge and
labor-intensive analysis.

Recent advances in Deep Learning (DL) (Vaswani
et al., 2017), where models learn from raw data, offer
a compelling alternative to feature-based models. Pre-
vious work (Loreggia et al., 2016) in AAS has trans-
formed raw data into fixed-sized images processed by
Convolutional Neural Networks (CNNs), but this still
requires image-processing techniques.

Our study introduces a novel text-based deep
learning approach that directly processes raw tex-
tual files specifying problem instances, simplifying
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the computational pipeline, and enhancing represen-
tation.

In this paper, we present our text-based deep
learning framework for AAS and evaluate its perfor-
mance against traditional image-based and feature-
based models. Our analysis shows that text-based
models are superior in capturing complex informa-
tion in problem descriptions, leading to more effective
and adaptable algorithm selection strategies as com-
pared to image-based methods. Nevertheless, there is
still a gap in performance as compared to specialized
feature-base models, and closing this gap will still be
the base of future research in the area of feature-free
algorithm selection.

Our contributions include demonstrating the feasi-
bility of text-based deep learning for AAS and provid-
ing a thorough analysis of how these techniques out-
perform existing feature-free methods. We establish
new benchmarks, advancing the field of feature-free
AAS, and offer insights into the performance gap be-
tween feature-free and feature-based methodologies.

The subsequent sections review relevant literature,
define key terms and criteria, outline our text-based
AAS framework, present empirical assessments, and
conclude with findings and future research directions.

Salinas-Pinto, A., Alvarado-Ulloa, B., Hochbaum, D., Francia-Carramiñana, M., Ñanculef, R. and Asín-Achá, R.
Text-Based Feature-Free Automatic Algorithm Selection.
Paper published under CC license (CC BY-NC-ND 4.0)
In Proceedings of the 16th International Joint Conference on Knowledge Discovery, Knowledge Engineering and Knowledge Management (IC3K 2024) - Volume 1: KDIR, pages 267-274
ISBN: 978-989-758-716-0; ISSN: 2184-3228
Proceedings Copyright © 2024 by SCITEPRESS – Science and Technology Publications, Lda.

267



2 RELATED WORK

2.1 Algorithm Selection Systems

Automatic Algorithm Selection (AAS), introduced by
(Rice, 1976), optimizes computational processes by
selecting the most suitable algorithm for a given prob-
lem instance. This approach is rooted in the “No Free
Lunch” theorem (Adam et al., 2019), which posits
that no single algorithm universally excels across all
scenarios.

AAS typically employs a training phase to asso-
ciate problem instance features with algorithm per-
formance. The trained model then evaluates new in-
stances to predict the most effective algorithm. Re-
cent literature has explored AAS in various domains,
including timetabling (Seiler et al., 2020; Bossek
and Neumann, 2022), SAT (Xu et al., 2008), and
Multi-Agent Path-Finding (Bulitko, 2016; Achá et al.,
2022).

Kerschke et al. (Kerschke et al., 2019) provide a
comprehensive survey of algorithm selection and con-
figuration, introducing a taxonomy that distinguishes
between “per-set” and “per-instance” methods. Our
focus is on “per-instance” AAS, which considers each
problem instance individually.

While many AAS systems employ complex strate-
gies, such as the hybrid methodology of semi-static
solver schedules (3S) (Kadioglu et al., 2011) or Aut-
ofolio (Lindauer et al., 2015), our study concentrates
on straightforward approaches. We assume an ML
model receives an instance characterization and se-
lects a single solver to execute until completion or
time limit.

Most AAS research relies on domain-specific,
expert-crafted features. However, an alternative ap-
proach involves developing ML methods that uti-
lize raw/generic instance representations, allowing
the learning process to identify relevant features au-
tonomously. This approach was first explored by
(Loreggia et al., 2016).

2.2 Deep Learning for Algorithm
Portfolios

(Loreggia et al., 2016) introduced a groundbreaking
approach to Automatic Algorithm Selection (AAS)
based on deep learning. Unlike traditional AAS tech-
niques that use hand-crafted, domain-specific fea-
tures, this method leverages generic raw data — the
text file contents describing the problems.

The process transforms text files into a fixed-size
image format suitable for Convolutional Neural Net-
work (CNN) analysis:

1. Convert textual input into a vector of ASCII
codes.

2. Reorganize the vector into a
√

N×
√

N matrix,
where N is the total character count.

3. Resize the resulting “ASCII image” to a uniform
scale.

The CNN can be trained as a multi-class classifier,
multi-label classifier, or regressor. Evaluated using
SAT and Constraint Satisfaction Problems (CSP) in-
stances, this method showed potential to outperform
the Single Best Solver (see Subsection 2.3).

Despite its successes, this approach may not per-
form as well as methods utilizing domain-specific fea-
tures.

2.3 Performance Metric for
Meta-Solvers

We define an algorithm-selection-based meta-solver
as a system comprising a portfolio of solvers. It ana-
lyzes an input instance and runs one or more solvers to
resolve it. A solver solves an instance if it can decide
its satisfiability (for decision problems) or find and
certify the optimal solution (for optimization prob-
lems) within a time limit.

All our meta-solvers here operate uniformly:

1. Accept an input instance.

2. Use an ML model to predict the most efficient
solver, identify capable solvers, or estimate solv-
ing times.

3. Select and run one solver based on these predic-
tions.

We evaluate the meta-solver’s performance using two
baselines:

Single Best Solver (SBS): The solver performing
best on average across all training instances.

Virtual Best Solver (VBS): A hypothetical meta-
solver always choosing the most effective algo-
rithm for each instance.

Performance is measured using the PAR10 metric
(Lindauer et al., 2019). For a solver s on instance i:

ms(i) =

{
ts(i) if ts(i)≤ τ
10τ otherwise

where τ is the timeout constant and ts(i) is the solving
time.

We use the performance measure m̂ (Lindauer
et al., 2019) to evaluate meta-solvers:

m̂ms =
mms−mV BS

mSBS−mV BS
(1)
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Values of m̂ms close to 0 indicate performance near
VBS, while values close to 1 suggest performance
similar to SBS. Values above 1 indicate the meta-
solver is less effective than SBS.

3 TEXT-BASED FEATURE-FREE
AAS

We follow (Loreggia et al., 2016)’s approach, work-
ing directly with raw problem instance representa-
tions. Our Deep Learning models are fed with raw
text representations, rather than pre-processed image-
like inputs.

3.1 Architecture Overview

Figure 1: Overall architecture of our text-based Deep
Learning Model for AAS.

Our architecture (Figure 1) is a modified Transformer
neural network, using only the encoder component
similar to the one of (Vaswani et al., 2017). The input
text x is truncated, tokenized, and converted into em-
beddings x = 〈x1,x2, . . . ,xn〉. The encoder’s outputs
z = 〈z1,z2, . . . ,zn〉 are fused into a global descriptor
z using Global Max Pooling (Christlein et al., 2019),
then mapped to a prediction through a fully connected
output layer.

3.2 Tokenizers and Embeddings

We explore two tokenization approaches:

Pre-trained Tokenization: Using SentencePiece
(Kudo and Richardson, 2018).

Trained Tokenization: Using Charformer (Tay
et al., 2021).

3.3 Encoder Architecture

Our encoder computes M = 4 hierarchical transfor-
mations Z(k) = EBlock(Z(k−1)). Each block includes
a self-attention mechanism and a position-wise feed-
forward net. The self-attention mechanism computes:

P = SelfAttention(Z) = softmax
(

QKT
√

d′

)
Z , (2)

where Q, K, and Z are learnable matrices that project
Z(k−1) into a d′-dimensional latent space. We use
multi-head attention with H = 4 heads. The final
block’s output Z(k) is obtained after applying a resid-
ual connection (He et al., 2016) and layer normaliza-
tion (Ba et al., 2016) around each sublayer. We did
not use positional embeddings.

3.4 Problem Framing Strategies

We explore three strategies:

Multi-Class Classification: Identifies the most suit-
able solver and the meta-solver runs it. The output
layer is a softmax function, and the loss function
is categorical cross-entropy.

Multi-Label Classification: Identifies all solvers ca-
pable of solving the instance within the defined
time limit τ. Each solver corresponds to an ele-
ment in the output vector, with a sigmoid func-
tion applied element-wise. The loss is measured
through the Hamming loss function. Since the
probabilities here are not complementary, they de-
termine the likelihood that a solver will be fit for
the problem instance. The meta-solver executes
the solver that exhibits the highest likelihood.

Regression: Estimates normalized log delta runtime
for each solver. The mean squared error function
serves as the loss function, and the output layer is
linear. The meta-solver runs the solver predicted
to have the shortest runtime.

rs,i = log(1+ms(i)−min
s∈S

(ms(i)))

ys,i =
rs,i−mean(rs,i)

std(rs,i)
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4 EXPERIMENTAL SETUP AND
BASELINES

4.1 Libraries and Hardware

We implemented our Deep Learning models in
Python 3.10, using PyTorch 2.0.0. For the text-
based models, we used the Charformer tokenizer
0.0.41, and SentencePiece 0.2.0. For the image scal-
ing, needed by the image-based models, we used
OpenCV 4.7.0.72. The feature-based models were
implemented using scikit-learn 1.4.2.

The experiments were carried out on a machine
with an Intel Xeon Skylake (2x16 @2.1 GHz) pro-
cessor and an Nvidia A40 GPU. The machine runs
Scientific Linux 7 and has 48GB of RAM.

4.2 Benchmark Sets

To evaluate our approach, first, we aimed to use the
same benchmark sets used in (Loreggia et al., 2016).
However, the precise sets of instances and the parti-
tions used in that study were not disclosed publicly
and could not be provided by the authors when asked
in an internal communication. We then searched for
similar-nature benchmarks for which the instance files
and hand-crafted features used in the AAS commu-
nity were available. Unfortunately, we could not
find meaningful benchmark sets similar to the ones
named “SAT Random” and “SAT Crafted” in (Loreg-
gia et al., 2016). However, we were able to collect
the most interesting benchmark sets reported in such
study, “SAT Industrial” and “CSP”. These benchmark
sets are the more interesting because of their diver-
sity in size, complexity, and complementarity of the
solvers.

SAT Industrial. This benchmark includes in-
stances used in the SAT competition between 2003
and 2016 in the industrial/application categories. The
performance of the solvers in these competitions was
retrieved from ASLib, specifically from the SAT03-16-
INDU-ALGO scenario. We removed 269 instances
that could not be solved by any solver in the port-
folio within the given τ time limit. After filtering,
the dataset contains 1,730 instances and 10 different
solvers.

1as implemented in https://github.com/lucidrains/char
former-pytorch

CSP. We used the benchmark from the 2009 CSP
competition2. The performance data for each
solver was obtained from the PROTEUS-2014 sce-
nario (Hurley et al., 2014) in ASlib. We filtered the
instances by removing the “easy” instances that could
be solved by all solvers within the time-limit equiv-
alent to compute the instance’s features, in addition
to removing the “difficult” instances that were not
solved by any of the solvers within the given time
limit τ. This resulted in a total of 1,613 instances and
22 different solvers.

4.3 Data Partitioning and Evaluation
Criteria

We split each benchmark into train and test datasets.
For the train dataset we used 80% of the total in-
stances, and the remaining 20% is reserved as the test
dataset. The training dataset is used for training and
model selection, while the test dataset is used to com-
pare the in-production performance of the best text-
based, image-based, and feature-based approaches.

To select the best model for each approach, we
performed 10-fold cross-validation with the training
set. We compared the models based on the m̂ metric
associated with a meta-solver using them. We then
selected the best model based on the mean m̂ metric
across the different folds.

4.4 Feature-Based Models

To offer a comprehensive view of our study on
feature-free models, we also implement and evalu-
ate feature-based models employing both state-of-the-
art crafted features and basic informative features,
using Random Forest models. The comparison of
feature-free models with these feature-based counter-
parts serves a dual purpose: firstly, to analyze and
document the performance disparities between these
two paradigms, and secondly, to provide the research
community with a benchmark on the effectiveness of
applying state-of-the-art crafted features in a straight-
forward manner on ASLib scenarios that are widely
used.

Basic Features: Two basic features extracted from
the text describing a problem instance are: the
number of variables and the number of con-
straints. The motivation for these two features is
that the instance size usually appears among the
most simple and informative ones. We expect that

2https://www.cril.univ-artois.fr/CSC09/results/global
bybench.php?idev=30&idcat=38&idSubCat=60
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training ML models on these two features estab-
lishes a baseline for the other methods.
We note here that, for the CSP benchmark,
the number of variables and constraints in the
text file differ from the direct nvariables and
direct nclauses features of the ASLib scenario,
since the former seem to be computed after
grounding the CSP formula to SAT.

Full Set of Features: These features represent the
state-of-the-art in domain-specific algorithm se-
lection, as provided in the corresponding scenar-
ios of ASLib. All these 483 SAT features were
introduced in (Xu et al., 2008), and constitute the
by-default standard for AAS in SAT.
For CSP, ASLib provides the 198 domain-specific
features as proposed in (Hurley et al., 2014). We
note here that our evaluation does not consider the
time needed to compute all these features, even
though some of them are expensive to compute
and others are captured during runtime, from a
reference solver.
Although these features and scenarios are com-
monly referenced in the literature, we were unable
to find reported performance values (m̂) for meta-
solvers that utilize these features directly. Con-
sequently, our aim is to document these values to
serve as a reference for future research.

4.5 Image-Based Models

We implemented the approach presented by (Loreg-
gia et al., 2016) carefully following the experimen-
tal setup described there. For the training, we used
Stochastic Greedy Descent (SGD) with Nesterov mo-
mentum of 0.9 and a learning rate of 0.03. As first
layer, we included a batch normalization layer, as pro-
posed in (Ioffe and Szegedy, 2015). The output layer
changes depending on the learning task, as mentioned
in Section 3.4. We set a training batch size of 128 and
100 epochs.

4.6 Text-Based Models

Due to limitations on the hardware needed to train our
model on arbitrary-size instances, we truncated the
size of the instances to 10,000 characters. To avoid
introducing biases into the model, we removed from
the text files any comments or other kind of meta-
information like the folder name where the instance is
located, or the name of the generator of the instance.
In a preliminary evaluation, we noted that these meta-
information fields may unfairly help the text-based
models and decided not to consider this information.

For training our text-based models, we used
AdamW optimizer (Loshchilov and Hutter, 2017)
with a learning rate of 10−5. We set a batch size of 8
samples and an embedding size d of 128. The training
was set to take 100 epochs.

Since the sequence length produced by Sentence-
Piece can vary among instances while our encoder
accepts a fixed-length sequence, we computed the
median length of SentencePiece’s output, truncating
longer sequences and padding shorter ones. The vo-
cabulary size v for SentencePiece, was set to 1024.
Charformer, which operates at the character level, had
a vocabulary size of 257 (256 ASCII values plus one
token reserved for padding). We set the max block size
and the downsample factor to their default values (4).
Additionally, we employed the block attention scores
proposed in Section 2.1.4 of (Tay et al., 2021) to form
latent subwords.

5 RESULTS

5.1 Feature-Based Validation Results

Table 1: m̂ metric values across 10-fold validation sets
for different handcrafted-features-based meta-solvers for
CSP and SAT Industrial benchmark sets. Here, HF =
Handcrafted-based, F=Full set of features, B=Basic set of
features, ML=Multi-label model, Reg= Regression model,
MC=Multi-class model.

Model CSP SAT Industrial
HF-F-ML 0.409 ± 0.064 0.680 ± 0.312
HF-F-Reg 0.416 ± 0.087 0.640 ± 0.291
HF-F-MC 0.546 ± 0.066 0.676 ± 0.228
HF-B-ML 0.638 ± 0.068 1.054 ± 0.361
HF-B-Reg 0.557 ± 0.066 0.939 ± 0.365
HF-B-MC 0.582 ± 0.075 1.22 ± 0.387

Table 1 shows the average and standard deviation
of the m̂ values computed across 10-fold cross-
validation subsets for six feature-based meta-solvers.
The first three meta-solvers are based on the full set
of features provided in the ASLib, while the last three
meta-solvers only use the two basic features related
to the size of the instances. For a fair compari-
son with our feature-free model, these feature-based
meta-solvers can cast AAS as a multi-label task (ML),
a regression task (Reg), or a multi-class (ML) prob-
lem. As can be seen, for the CSP benchmark, the most
successful meta-solver using the full set of features
is the one based on multi-label classification (ML).
In contrast, for the SAT Industrial benchmark, the
best meta-solver, using the full set of features, is the
one based on regression (Reg). Nevertheless, we note
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that even for these state-of-the-art crafted features, the
meta-solvers are quite sensible to the test set in SAT,
as is evident from the considerable standard deviation.

Regarding the meta-solvers using only the two
basic features, the meta-solvers based on regression
show better performance in both benchmark sets. We
note that, on average, only using these two basic fea-
tures allows the meta-solvers to outperform the SBS.
For CSP, we found a considerable margin of advan-
tage, and for SAT Industrial, a smaller margin.

We report the performance of these feature-based
solvers in the test set in Subsection 5.3. All the results
reported here are consistent with the literature.

5.2 Image-Based Validation Results

Table 2: m̂ metric values across 10-fold validation sets for
different image-based meta-solvers for CSP and SAT Indus-
trial benchmark sets. Here, Im = Image-based, ML=Multi-
label model, Reg= Regression model, MC=Multi-class
model.

Model CSP SAT Industrial
Im-ML 0.640 ± 0.088 1.25 ± 0.407
Im-Reg 0.609 ± 0.104 1.14 ± 0.346
Im-MC 0.898 ± 0.109 1.66 ± 0.527

Table 2 shows the statistics of the m̂ values com-
puted across 10-fold cross-validation subsets for three
image-based meta-solvers. For a fair comparison with
our text-based model, we trained image-based meta-
solvers based on multi-label, regression, and multi-
class formulations. The results in Table 2 demonstrate
that, although the regression approach was not con-
sidered in (Loreggia et al., 2016), the most successful
image-based meta-solver is the one based on regres-
sion for both benchmark sets.

The meta-solver for CSP outperforms CSP’s Sin-
gle Best Solver by a significant margin while main-
taining a considerable gap with the Virtual Best
Solver for CSP. These results are in line with the ones
reported in (Loreggia et al., 2016). However, an ex-
act match between our image-based results and those
in (Loreggia et al., 2016) is virtually impossible since
the training/validation/test differ.

Image-based SAT meta-solvers cannot outperform
the Single Best Solver. This result diverges from
the results of (Loreggia et al., 2016), which reported
an image-based meta-solver that outperforms SBS on
SAT. This discrepancy may happen due to differences
in the specific SAT industrial benchmark set used or
differences in the training/test partitions. However,
we also observe that the performance of the SAT
image-based meta-solver varies significantly depend-
ing on the training and validation set (standard devia-

tion of 0.346 among cross-validation folds).

5.3 Text-Based Validation Results

Table 3: m̂ metric values across 10-fold validation sets for
different text-based ML models for CSP and SAT Indus-
trial benchmark sets. Here, Txt = Text-based, Cha=Trained
tokenizer Charformer, Sen= Pre-trained tokenizer Senten-
piece, ML=Multi-label model, Reg= Regression model,
MC=Multi-class model.

Model CSP SAT Industrial
Txt-Cha-ML 0.488 ± 0.047 0.952 ± 0.281
Txt-Cha-Reg 0.469 ± 0.050 0.889 ± 0.303
Txt-Cha-MC 0.581 ± 0.076 1.312 ± 0.354
Txt-Sen-ML 0.482 ± 0.082 1.078 ± 0.252
Txt-Sen-Reg 0.536 ± 0.100 1.119 ± 0.448
Txt-Sen-MC 0.608 ± 0.120 1.470 ± 0.319

Table 3 shows the average and standard deviation of
the m̂ values for our text-based meta-solvers com-
puted by 10-fold cross-validation. The first three
meta-solvers are text-based models jointly trained
with the tokenizer (Charformer), while the last three
meta-solvers use the pre-trained tokenizer (Sentence-
Piece). As can be seen, the most successful meta-
solver is the one that uses a regression model jointly
trained with the tokenizer.

The CSP meta-solver significantly improves the
performance of the SBS for this domain. With an av-
erage m̂ value equal to 0.469 and little standard de-
viation, this meta-solver’s performance can be inter-
preted as closer to the VBS than to the SBS.

Despite the formulation, obtaining a m̂ lower than
1 for SAT Industrial was impossible using image-
based methods. Noticeably, our best text-based meta-
solver outperforms the Single Best Solver with an av-
erage m̂ value of 0.889 in this benchmark. Neverthe-
less, as for the previous models, the standard devi-
ation is high (0.303), which suggests that the meta-
solver’s performance varies considerably depending
on the validation instances used.

5.4 Test Set Results

Here we compare feature-based, image-based and
text-based meta-solvers on the test set of each bench-
mark. For each category, we selected the best ap-
proach using 10-fold cross-validation, and trained the
model with the whole training set. Again, we note that
results given on feature-based models are reported as
a reference to gain perspectives as well as to com-
municate performance values of meta-solvers using
straightforward models.

As anticipated, the meta-solvers that yield the best
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Table 4: m̂ metric values of the testing set, for each “best”
model for each approach and benchmark set.

Model CSP SAT Industrial
HF-B-Reg 0.549 0.975
HF-F-ML 0.442 —
HF-F-Reg — 0.674

Im-Reg 0.642 1.309
Txt-Char-Reg 0.556 1.037

results are those that utilize expert-designed features
specific to the domain. In the case of CSP, the meta-
solver employing a multi-label classification model
achieves an m̂ value of 0.442. This significantly nar-
rows the performance disparity between the SBS and
the VBS in CSP scenarios. Similarly, for the SAT In-
dustrial benchmark, the regression-based meta-solver
records an m̂ value of 0.674. Considering the com-
plexity of this benchmark, this score is notably satis-
factory. These outcomes align with those from con-
temporary meta-solvers specialized for CSP and SAT
Industrial. It is important to note that this assess-
ment only gauges the effectiveness of the features in
a well-adjusted ML model. This overview omits the
consideration that many sophisticated features, while
beneficial, are computationally intensive and may not
be regularly employed in elaborate Algorithm Se-
lection Systems that utilize both a presolver and a
solver scheduler. Hence, the current m̂ values of the
meta-solvers that incorporate these advanced features
likely represent a lower bound for any straightforward
methodology.

When comparing the two feature-free meta-
solvers, our text-based method significantly surpasses
the image-based method and nearly matches the per-
formance of the meta-solvers that incorporate the two
basic crafted features. This suggests that the image-
based models may fail to capture even basic infor-
mation, such as the size of the problem instance.
Conversely, the text-based models appear capable of
recognizing information akin to these features, even
though our system uses only basic vanilla encoders.
Converting these m̂ scores to average running times
reveals that the expected average time for the text-
based model is approximately 13% lower than that
of the image-based model for the CSP benchmark.
For the SAT Industrial benchmark, this reduction
is about 20%. Collectively, these figures demon-
strate that our novel text-based feature-free frame-
work significantly decreases the performance gap be-
tween feature-free and feature-based Algorithm Se-
lection Systems (AAS).

6 CONCLUSIONS AND FUTURE
WORK

We present here a novel approach to Automatic Al-
gorithm Selection that leverages the capabilities of
text-based deep learning models. Our results clearly
demonstrate that this method not only simplifies the
feature extraction process (by eliminating the need
of image-based preprocessing) but also significantly
enhances the performance of existing feature-free al-
gorithm selection paradigms. By directly processing
raw textual descriptions of problem instances, our ap-
proach has shown a marked improvement over tradi-
tional, image-based CNN approaches in terms of both
performance and robustness across benchmarks.

The effectiveness of our method was validated
through extensive experiments on benchmarks con-
taining a variety of problem instances. The experi-
mental results underscore the potential of deep learn-
ing techniques that operate directly on raw data, pro-
viding a more scalable and flexible end-to-end solu-
tion for the field of AAS.

Our experiments confirm that, up to date, no
feature-free algorithm selection approach can outper-
form meta-solvers based on validated domain-specific
crafted features by experts. However, results also
show that text-based feature-free models can match
the performance of meta-solvers based on basic in-
formative features. This finding suggests that deep
learning methods can learn problem representations
beyond the most crude and elementary characteriza-
tion.

While our study has made significant strides in the
application of text-based models to algorithm selec-
tion, several avenues remain open for further explo-
ration. Future work may include:

• More Complex AAS Systems: Our proposal can
be the base for more complex AAS systems, in-
cluding dynamic portfolios and schedulers.

• More Complex ML Models: More complex
transformer architectures can also be tested. Be-
sides, AAS can be framed in a more sophisticated
way to leverage advances in ranking, metric learn-
ing, and recommender systems.

• Handling the Whole Text Files: A plethora of ar-
chitectures have been proposed for long text mod-
eling in deep learning. These methods should be
systematically evaluated to overcome the limita-
tions of our text-based meta-solver.

• Anytime AAS: Extending our method to Any-
time Algorithm Selection could significantly ben-
efit environments where decisions should be made
based on the available computational resources.

Text-Based Feature-Free Automatic Algorithm Selection

273



• Transfer Learning: Exploring transfer learning
techniques to adapt models trained on one set
of problem instances to handle others effectively
could contribute to a general purpose AAS.

• Interpretable AI Models: Enhancing the inter-
pretability of deep learning models used in AAS
to provide insights into why certain algorithms are
preferred for specific instances could help refine
the models further and in gaining trust from users.

• Benchmarks and Datasets: Applying our frame-
work to other domains, possibly including opti-
mization problems whose domain metrics m̂ in-
volve the values of the objective function.

In conclusion, the research presented in this paper sets
a new benchmark in the field of feature-free AAS and
opens up numerous possibilities for the evolution of
more intelligent and autonomous algorithm selection
systems. Our future efforts will focus on expanding
the capabilities of our framework and exploring these
promising directions to further enhance the field of
algorithm selection.
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Abstract: The maximum density subgraph, or densest subgraph, problem has numerous applications in analyzing graph
and community structures in social networks, DNA networks and financial networks. The densest subgraph
problem has been the subject of study since the early 80s and polynomial time flow-based algorithms are
known, yet research in the last couple of decades has been focused on developing heuristic methods for solv-
ing the problem claiming that flow computations are computationally prohibitive. We introduce here a new
polynomial time algorithm, the incremental parametric cut algorithm (IPC) that solves the maximum density
subgraph problem and many other max or min ratio problems in the complexity of a single minimum-cut.
A characterization of all these efficiently solvable ratio problems is given here as problems with monotone
integer programming formulations. IPC is much more efficient than the parametric cut algorithm since instead
of generating all breakpoints it explores only a tiny fraction of those breakpoints. Compared to the heuristic
methods, IPC not only guarantees optimality, but also runs orders of magnitude faster than the heuristic meth-
ods, as shown in an accompanying experimental study.

1 INTRODUCTION

We introduce here a new efficient algorithm for the
maximum density (MD), or densest, subgraph prob-
lem and many other ratio problems. The maximum
density subgraph problem is to identify a subset of
nodes in the graph that maximizes the density, de-
fined as the ratio of the weights of the edges with
both endpoints in the subset, divided by the sum of
weights of the nodes in the subgraph. The densest
subgraph has played a central role in analyzing net-
work structures since the 1970’s. The more recent ap-
plications of the problem are in the context of very
large scale networks, such as identifying emerging
cyber-communities (Kumar et al., 1999), DNA mo-
tif finding (Fratkin et al., 2006), and real-time story
identification (Angel et al., 2014).

The maximum density problem was studied since
the late 70’s. (Picard and Queyranne, 1982) are likely
the first to study the problem and recognize its link
to the max-flow min-cut problem. Their method was
based on a general “linearization” approach that ap-
plies for any ratio optimization problem, reducing it
to the λ-question, defined next, which they proposed

a https://orcid.org/0000-0002-2498-0512

to solve with a min-cut procedure on a related graph.
A general ratio problem maxx∈F

f (x)
g(x) can be re-

duced to a sequence of calls to an oracle that provides
a yes/no answer to the λ-question:
Is there a feasible solution x ∈ F such that f (x)

g(x) > λ?
Or equivalently “Is there a feasible solution x ∈ F
such that f (x)−λg(x)> 0?”
To answer this λ-question it is sufficient to solve:

(λ-problem) max
x∈F

f (x)−λg(x).

If the maximum value is greater than 0 then there
is a feasible solution of ratio value strictly greater than
λ. Otherwise the answer is no. Specifically, if the
maximum value is strictly less than 0, then there is no
feasible solution of ratio value great or equal to λ. If
the answer is 0 then the respective optimal solution
for the λ-question has a ratio value of λ which is the
maximum ratio.

Therefore, any ratio problem that has the corre-
sponding λ-problem polynomial time solvable, and
the log of the number of possible values of the ratio
bounded by a polynomial quantity, is solvable in poly-
nomial time by applying binary search on the value of
the parameter λ.

(Picard and Queyranne, 1982) showed that the λ-
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problem for MD can be solved as a min-cut (mini-
mum s, t-cut) on a related graph, the construction of
which appeared ad-hoc. Their method was essentially
a predecessor of our IPC algorithm, showing that the
λ-problem for MD would be solved up to n times,
where n is the number of nodes in the graph. Here we
show a systematic method that maps any optimization
(and ratio) problem that is a monotone integer pro-
gram to an associated graph and therefore all these
problems are solvable in polynomial time, which as
proved here, is the complexity of one min-cut proce-
dure.

For the maximum density problem, a follow up
paper by (Goldberg, 1984) improved on the algorithm
of Picard and Queyranne, by using binary search on
the λ-problem making multiple call to a min-cut pro-
cedure, up to logn times for the edge-unweighted
node-unweighted problem. A major breakthrough,
the parametric flow procedure, was introduced in
(Gallo et al., 1989), identifying the solutions for all
values of the parameter λ that correspond to all possi-
ble solutions to the λ-problem, and in the complex-
ity of a single min-cut procedure. This parametric
procedure used the push-relabel algorithm of (Gold-
berg and Tarjan, 1988). Later (Hochbaum, 1998;
Hochbaum, 2008) showed a parametric cut proce-
dure using HPF (Hochbaum PseudoFlow) also with
the complexity of a single min-cut. We will refer to
this parametric procedure also as fully parametric, to
differentiate it from “simple” parametric, reviewed in
Section 2.2.

Despite its theoretical efficiency, the parametric
flow procedure has never been used to solve the
densest subgraph problem, to the best of our knowl-
edge. One contributing factor for the lack of use
is that there is no implementation available for the
parametric push-relabel version proposed by (Gallo
et al., 1989). (However, for HPF there is a para-
metric flow/cut implementation publicly available,
(Hochbaum, 2020a).) Instead, flow algorithms have
been employed using multiple calls to min-cut in a bi-
nary search process, resulting in high running times.
This perceived inefficiency gave rise to current state-
of-the-art algorithms for the maximum density prob-
lem that are based on greedy heuristics that do not
guarantee optimality, (Charikar, 2000), (Boob et al.,
2020), (Harb et al., 2022). A recent justification
for not using the polynomial time flow algorithms is
that “flow computations are expensive” (Boob et al.,
2020).

Our main contribution here is a new polynomial
time algorithm, the incremental parametric cut (IPC)
algorithm, that solves optimally and efficiently the
densest subgraph problem and many other minimum

or maximum ratio problems. We also provide an easy
characterization of the ratio problems that are solv-
able with this procedure, as those that can be for-
mulated as monotone integer programming problems.
For those problems we describe the respective s, t-
graph construction that follows from the formulation.

In a separate experimental study (Hochbaum
et al., 2024) we show that the number of breakpoints
IPC generates is in the range of 2− 13 even for
datasets on millions of nodes and hundreds of mil-
lion edges, which is typically less than 1% of the total
number of breakpoints. This results in very fast run-
ning times that are orders of magnitude faster than
those of the parametric flow procedure and recent
state-of-the-art heuristics that do not produce optimal
solutions.

To summarize, the main contributions here are:
1. The incremental parametric cut algorithm IPC that
solves “monotone” ratio optimization problems in the
complexity of a single min-cut.
2. A new, previously unknown, formulation of dens-
est subgraph problem and its generalizations, that
uses half of the number of arcs as compared to the
known formulation.
3. An easy characterization of all ratio problems that
are solved by IPC. Examples are given in Table 1.

1.1 Ratio Problems Solved with IPC

Notation. We consider the graph representation of the
problems, firstly for undirected graphs corresponding
to symmetric problems. Let G = (V,E) denote an
undirected graph with n denoting the number of nodes
in V , and m denoting the number of edges in E. Every
edge [i, j] ∈ E has an associated weight wi j ≥ 0. Let
the weighted degree of node i ∈V be di = ∑[i, j]∈E wi j.
For B1,B2 ⊆ V , let C(B1,B2) = ∑ [i, j]∈E,

i∈B1, j∈B2

wi j be the

sum of weights of the edges between nodes in the
set B1 and those in set B2. Let qi denote a nonneg-
ative cost value associated with each node, and ui, or
u′i denote two types of values associated with each
node, which could be positive or negative. Let the
degree volume of a set of nodes S be d(S) = ∑i∈S di,
q(S) = ∑i∈S qi and U(S) = ∑i∈S ui.

Some ratio problems are defined on directed
graphs, G = (V,A), where each arc (i, j) ∈ A has an
associated weight wi j ≥ 0. The weighted outdegree
of a node i is d+

i = ∑ j|(i, j)∈A wi j, and the outdegree
volume of a set of nodes S is d+(S) = ∑i∈S d+

i .
A sample list of some of the ratio problems solved

here is given in Table 1. The Max density problem
is defined with weighted edges but unit weight on the
nodes. This name refers more often to the special case
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of the unweighted problem where both edges weights
are 1 and node weights are 1.

Many ratio problems appear in contexts where the
size of optimal set is bounded. For example, the ex-
pansion ratio of a graph problem is min|S|≤ n

2

C(S,S)
|S| .

This added size restriction turns the problem NP-hard.
The Cheeger constant problem is typically presented
as minS⊂V

C(S,S)
min{d(S),d(S̄) , which is equivalent to the

size restricted ratio problem mind(S)≤ 1
2 d(V )

C(S,S)
d(S) . The

conductance problem is minπ(S)≤ 1
2 π(V )

C(S,S)
π(S) where πi

is interpreted as the stationary probability of node i.
We add here the ∗ to the name of the problem to in-
dicate that there is no size restriction, and then the
problem is polynomial time solvable. For the min-
imization problems, the entire set of nodes V is of-
ten the optimal solution of value 0. To avoid that
trivial solution, the problem is typically solved on a
subgraph of nodes V1. For example Metis (Karypis
and Kumar, 1998) has been used to identify a sub-
graph which is likely to contain the optimal solution
for these problems and then the minimization is sub-
ject to /0⊂ S⊆V1.

Table 1: A list of some of the ratio problems solved with
the incremental parametric cut. *No size restriction.

Problem name Objective

Max density maxS⊆V
C(S,S)
|S|

Weighted max density maxS⊆V
C(S,S)

q(S)

Ratio quadratic Knapsack maxS⊆V
C(S,S)+U(S)

q(S)

HNC max /0⊂S⊂V
C(S,S)
C(S,S)

HNC-equivalent max /0⊂S⊂V
d(S)

C(S,S)

Max HNC-extension max /0⊂S⊂V
U(S)

C(S,S)+U ′(S)

Expansion ratio* min /0⊂S⊂V
C(S,S)
|S|

Cheeger*/HNC min /0⊂S⊂V
C(S,S)
d(S)

Conductance* min /0⊂S⊂V
C(S,S)

q(S)

The problem HNC (Hochbaum Normalize Cut),
also named NC’ or SNC, was presented in (Sharon
et al., 2006) as an NP-hard problem identical to
the Normalized Cut (Shi and Malik, 2000), but
shown polynomial time solvable in (Hochbaum,
2010). The same mistake was repeated in (Fortunato,
2010), who stated that Cheeger*/HNC, equation (22),
min /0⊂S⊂V

C(S,S)
d(S) , is the normalized cut problem and

NP-hard.

2 THEORETICAL BACKGROUND

2.1 Characterization of Polynomial
Time Solvability: Monotone Ratio
Problems

If the linearized problem can be formulated as mono-
tone integer programming, IPM1, then it is solvable
with a min-cut procedure on an associated s, t graph,
where the graph construction is uniquely mapped
from the formulation, (Hochbaum, 2002).

IPM problems are classified as monotone IP2 and
monotone IP3 where IP3 generalizes IP2. An inte-
ger program is a monotone IP2 if each constraint con-
tains at most two of the variables that appear with
opposite sign coefficients. An integer program is a
monotone IP3 if each constraint contains at most two
of the variables that appear with opposite sign coef-
ficients and a third variable that appears in that con-
straint only. (There is an additional requirement that
the “third variables” must have nonnegative coeffi-
cients in a minimization objective function, and non-
positive coefficients in a maximization objective func-
tion.) It is thus easy to recognize whether a formula-
tion is monotone.

The formulation of monotone integer program for
a set of n x-variables and a set of constraints involving
a collection of pairs of variables A and a respective set
of z-variables is,

(IPM) max
n

∑
i=1

wixi− ∑
(i, j)∈A

ei jzi j

s.t. ai jxi−bi jx j ≤ ci j + zi j ∀ (i, j) ∈ A
ℓi ≤ xi ≤ ui, integer ∀ i ∈V
zi j ≥ 0, integer ∀ (i, j) ∈ A.

Here there is a restriction that the coefficients of
ei j in the objective function are nonnegative for max-
imization and non-positive for minimization.

Any IPM problem is equivalent to the following
binary s-excess problem which is formulated on the
variables xi = 1 iff node i is in the optimal set S:

(s-excess) max ∑ j∈V wixi−∑(i, j)∈A ui jzi j
subject to xi− x j ≤ zi j for (i, j) ∈ A

x j binary j = 1, . . . ,n
zi j binary (i, j) ∈ A.

The respective graph Gst is constructed as follows,
(Hochbaum, 2002): We add nodes s and t to the graph
G, with an arc from s to every positive weight node i,

1We use the acronym IPM rather than MIP so as not to
confuse it with Mixed Integer Programming
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of capacity usi = wi, and an arc from every negative
weight node j to t of capacity u jt = −w j. Let this
added set of arcs, adjacent to s and t (source node and
sink node respectively) be denoted by Ast . The arcs
of A each carry the capacity ui j which is infinite if
the constraint has only two variables. The graph Gst
is then (V ∪{s, t},A∪Ast). The proof of the follow-
ing lemma is given in (Hochbaum, 2002) and omitted
here.

Lemma 1. S∗ is a set of maximum s-excess capacity
in the original graph G if and only if S∗ is the source
set of a minimum s, t-cut in the associated graph Gst .

We say that a ratio problem is a monotone inte-
ger program (IPM), if the corresponding λ-problem
is IPM. For the λ-problem, the corresponding flow
graph Gλ has arc capacities that are functions of the
parameter λ. An s, t-graph is said to be a parametric
flow graph if it has source-adjacent capacities that are
monotone non-increasing with the parameter λ and
the sink-adjacent capacities that are monotone non-
decreasing with λ (or vice versa). For a λ-problem
represented as a parametric flow graph, Gλ, the para-
metric cut procedure solves the λ-problem, for all val-
ues of the parameter. This is the case for all the prob-
lems listed in Table 1 and many more.

2.2 Parametric Cut, Nestedness and the
“Continue” Property

Let the minimum cut for graph Gλ be (Sλ, S̄λ) with
Sλ the “source set” of the minimum cut and S̄λ the
“sink set”. A property of the parametric flow graph
is that as the values of λ are increasing, the source
sets of the minimum cuts can only decrease, each a
subset of the previous. Formally, for a monotone in-
creasing sequence of p λ values, λ1 < λ2 < .. . <
λp, the corresponding optimal solutions, the source
sets of the minimum cuts in the graph Gλ, satisfy
Sλ1 ⊇ Sλ2 ⊇ . . . ⊇ Sλp , and the respective sink sets
satisfy /0 = S̄λ0 ⊆ S̄λ1 ⊆ . . . ⊆ S̄λp . This property
is called nestedness and is proved as a corollary of
the parametric flow algorithms of (Gallo et al., 1989;
Hochbaum, 1998; Hochbaum, 2008). As the value
of the parameter λ increases, the respective cut so-
lutions change when the sink set strictly increases.
The values of the parameter where the change occurs
are called breakpoints. Because of the nestedness the
solution set changes by adding at least one node to
the sink set, and therefore there are at most n break-
points. For ℓ breakpoints, λ′1 < λ′2 < .. . < λ′ℓ, the
respective sink sets are strict subsets of each other:
S̄λ′1
⊂ S̄λ′1

⊂ . . .⊂ S̄λ′ℓ
.

There are two variants of the parametric cut pro-

cedure. The fully parametric variant generates all the
breakpoints (see (Hochbaum, 2020a)). The simple
parametric variant takes as input a sequence of val-
ues of λ, or a sequence of source adjacent capacities
and sink adjacent capacities that are monotone non-
increasing on one side, and monotone non-decreasing
on the other, (Hochbaum, 2020b), and outputs the
minimum cut solution for each of them. A property
required of a min-cut max-flow algorithm in order for
either the fully or simple parametric cut to work in the
complexity of a single min-cut procedure, T (n,m), is
the continue property: Once an optimal solution has
been found for one setting of the capacities, it is used
as the initial solution for the new problem with up-
dated, monotone, capacities. This is done while main-
taining the labels and the invariant structure of the al-
gorithm, which for HPF is called normalized tree. To-
date, only push-relabel and HPF are max-flow min-
cut algorithms that have the continue property. For
HPF the routine HPF-para-continue(λ,S) is the part
that takes a solution, which is the subset S in the re-
lated graph, and updated capacities corresponding to
λ to find the optimal solution for the updated problem
which is a subset of S.

The continue operation for HPF using monotonic-
ity is referred to as HPF-para-continue and takes as
input the solution source set for the value of λ pre-
viously used, that is guaranteed to contain the opti-
mal ratio solution (because of nestedness, and the new
value λ).

2.3 The Concave Envelope of the
Breakpoints

For a general maximum ratio problem maxx∈F
f (x)
g(x) ,

we consider the graph that maps any value of g(x) =
B, so-called “budget”, to the maximum value of
f (xB) = argmaxx∈F f (x)|g(x)≤ B, referred to as the
“benefit”. Finding those maximum benefits is in gen-
eral NP-hard.

Consider the lower envelope of all the lines that
have the entire collection of optimal solutions below
them. This envelope, shown in red line segments in
Figure 1, is concave piecewise linear and the points
at which the line segment changes, are called break-
points (marked by boxes in Figure 1).

The ratio value corresponding to each optimal
point is the slope of the line connecting it to the ori-
gin. Hence the first, leftmost, breakpoint is also the
optimal solution to the maximum ratio problem.

The properties of the concave envelope were stud-
ied, in the context of the dynamic evolution problem,
in (Hochbaum, 2009). These properties include:
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Benefit 

Budget  B 

Figure 1: The concave envelope, the breakpoints and the
ratio maximizing solution.

• The concave envelope and breakpoints are found
with fully parametric cut procedure, (Hochbaum,
2020a).

• The breakpoints of the envelope correspond to the
breakpoints of the respective parametric cut solu-
tions, and the left derivative at the ith breakpoint
is equal to the ith parameter breakpoint value λ′i.

• At the breakpoints of the envelope the solutions
are optimal.

• The first breakpoint – the smallest positive budget
breakpoint – corresponds to the solution which at-
tains the largest ratio of the benefit to the budget.

• The breakpoints correspond to solutions that are
nested and their number is at most n, the number
of variables, or nodes, in the respective graph.

For the respective minimization problems the en-
velope of the breakpoints is convex, and the first
breakpoint corresponds to the solution that attains the
smallest ratio of benefit to budget, see e.g. Figure 5.

2.4 Incremental Parametric Cut
Procedure

Consider the general ratio maximization problem
maxx∈F

f (x)
g(x) where any feasible vector x′ is associ-

ated with a subset of nodes in the associated graph,
S′ = {i ∈V |x′i = 1}.

The procedure starts with a set of nodes S0 that
is to contain the optimal ratio solution, which for the
maximum density problem can be the entire graph,
S0 = V . The initial value of the parameter is λ0 =
f (S))
g(S0)

. Solving the λ0-problem either provides a so-
lution with strictly higher ratio value, that is also a
breakpoint solution, or else its value is 0 and there-
fore it is the maximum ratio solution. Because of
the nested property, each subsequent solution set is
strictly contained in the previous iteration’s solution
set. The value of the ratio is then updated and used

as λ in the next iteration. Let S0 be an initial feasible
solution.
PROCEDURE INCREMENTAL PARAMETRIC
( f (),g(),S0 ⊆ F ,k=0).

Step 1: λk =
f (Sk)
g(Sk)

.

Step 2: HPF-para-continue(λk,Sk) to solve
improve(λk) = maxS⊆F ∩Sk f (S)−λkg(S).
Let Sk+1 = argmaxS⊆F ∩Sk f (S)−λkg(S).

Step 3: If {improve(λk) > 0} let k := k+1. Go to step 1,
else stop. Output S∗ = Sk.

We now prove the correctness of the procedure in
that it visits a sequence of budget-decreasing break-
points.

λ0 

Δ 

Budget 

Benefit 

λ0 

Figure 2: Identifying a breakpoint with λ0 =
f (S0)
g(S0)

subgra-
dient, skipping over several breakpoints.

Lemma 2. The optimal solution to maxx∈F f (x)−
λ0g(x), x1, is either a breakpoint on the concave en-
velope at a budget < g(x0) and with strictly larger ra-
tio than that of x0, or x1 = x0 and it is the maximum
ratio solution.

Proof. Consider the line equation f (x) = λ0g(x)+∆
where ∆ the intercept of the line, of slope λ0, on the
vertical axis, as in Figure 2. Maximizing ∆ is equiv-
alent to maxx∈F f (x)− λ0g(x) = ∆∗. Therefore the
line f (x) = λ0g(x)+∆∗ lies above all feasible solu-
tions and is tangent to the concave envelope at break-
point x1, where x1 = argmaxx∈F f (x)−λ0g(x). x1 is
a breakpoint with a left subgradient equal to λℓ and
right subgradient equal to λr, such that λℓ ≥ λ0 ≥
λr.

The complexity of the incremental parametric cut
procedure is that of a single min-cut HPF procedure
on the graph, T (n,m). More precisely, the complexity
is T (n,m)+O(qn) where q is the number of break-
points visited. 2 As noted in the introduction, this
number is very small in practice.

2(Hochbaum, 2023) mistakenly stated that such a pro-
cedure visits adjacent breakpoints.
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3 THE METHOD FOR
WEIGHTED MAX DENSITY

Let the weighted maximum density problem, WMD,
be given on a graph G = (V,E) with positive edge
weights ui j and node weights qi, maxS⊆V

C(S,S)
q(S) . The

standard integer programming formulation of the
problem has binary variables for each node i ∈ V :
xi = 1 if node i is selected in S and 0 otherwise, and
binary variables for each edge [i, j]∈E, yi j = 1 if both
i and j are in S, and 0 otherwise. With this notation
the formulation of WMD is,

(WMD) max ∑[i, j]∈E ui jyi j

∑ j∈V qixi

subject to xi ≤ yi j for [i, j] ∈ E
x j ≤ yi j for [i, j] ∈ E
x j binary j ∈V
yi j binary [i, j] ∈ E

The graph corresponding to this IP2 formulation
has m + n nodes, one for each variable. We next
present a general procedure for generating an equiv-
alent compact (monotone) formulation for WMD and
other ratio problems. Let di denote the weighted de-
gree of node i in G: di = ∑ j|[i, j]∈E ui j, and d(S) =
∑i∈S di. It is easy to see that for any non-empty
subset of nodes S ⊂ V , we have the identity d(S) =
2C(S,S) + C(S, S̄). Therefore, C(S,S) = 1

2 (d(S) −
C(S, S̄)).

Hence, maxS⊆V
C(S,S)

q(S) = 1
2 maxS⊆V

d(S)−C(S,S̄)
q(S)

which is formulated as monotone integer program
as well, with up to 3 variables per inequality using
the same x-variables as in WMD, and “cut” variables
zi j that are equal to 1 if i ∈ S and j ∈ S̄ and zero
otherwise:

(WMD-compact) max ∑ j∈V dixi−∑[i, j]∈E ui jzi j

∑ j∈V 2qixi

subject to xi− x j ≤ zi j for [i, j] ∈ E
x j− xi ≤ z ji for [i, j] ∈ E
x j binary j ∈V
zi j,z ji binary [i, j] ∈ E.

The graph associated with the linearized problem,
λ-WMD-compact, has one node for each xi variable
and two arcs for each edge in E resulting in a compact
formulation on n+2 nodes and 2m+2n arcs.
Improved Formulation and Smaller Associated
Graph. For WMD as well as for any ratio prob-
lem that includes only C(S,S) along with linear terms,
there is an even more efficient formulation that in-
cludes only one zi j variable for every pair that has
positive utility, instead of two. This results in a graph
with n+2 nodes and m+2n arcs which is about half
of the number of arcs as compared to the formulation
above.

The key is to observe that the problem can be rep-
resented on a directed graph G = (V,A) where for
each pair i and j with positive utility and i < j there
is one arc (i, j) ∈ A from i to j.

k

i

1

n

js t

max{w1 ,0} max{−w1 ,0}

max{wi ,0} max{−wi,0}

max{w j ,0}

max{−w j ,0}

u1i

u jn

ui j

uik

max{wk ,0}
max{−wk ,0}

max{wn ,0} max{−wn ,0}

···

···

···

···

s j t
max{d+j +u j j −λq j ,0} max{λq j −d+j −u j j ,0}

Figure 3: The flow graph Gλ for λ-WMD-compact1.

Let d+
i be the weighted out-degree of node i in

G: d+
i = ∑ j|(i, j)∈A ui j. Then, for any subset of nodes

S ⊂V , d+(S) =C(S,S)+C(S, S̄). Therefore (WMD-
compact1) is an IPM formulation of WMD:

(WMD-compact1) max ∑ j∈V d+i xi−∑(i, j)∈A ui jzi j

∑ j∈V qixi

subject to xi− x j ≤ zi j for (i, j) ∈ A
x j binary ∀ j ∈V
zi j binary ∀(i, j) ∈ A.

The objective function of the linearized ratio
problem for the λ-question of (WMD-compact1)
is, (λ-WMD) max ∑ j∈V d+

i xi−∑(i, j)∈A ui jzi j −
λ∑ j∈V qixi. The associated graph for this λ-WMD
is given in Figure 3 which is obviously a parametric
flow graph.

We conclude with an example of finding the
densest subgraph with IPC, reported in (Hochbaum
et al., 2024), in the dataset COM-YOUTUBE with n =
1134890 m = 2987624 from (Leskovec and Krevl,
2014). The running time of IPC for this dataset is
1.892 sec. The concave envelope of the breakpoints
is shown in Figure 4.
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Figure 4: The concave envelope of all 1253 breakpoints, in
blue, versus 9 breakpoints explored by IPC, in red. (Cour-
tesy: A. Irribarra-Cortés).

4 APPLICATIONS OF IPC

We consider here the three ratio problems: HNC
max /0⊂S⊂V

C(S,S)
C(S,S)

, Cheeger’s* min /0⊂S⊂V
C(S,S)
d(S) and

conductance*/HNC-extension min /0⊂S⊂V
C(S,S)

q(S) .
We first show, directly from the problem state-

ment, that HNC is an IPM ratio problem. Then pro-
vide a transformation showing that HNC is equivalent
to Cheeger*’s, and obviously conductance is a slight
generalization of both. We then give the formulation
for all three problems that leads to the parametric flow
graph that is solved with IPC.

We first comment on the use of the constraint
/0⊂ S⊂V in ratio problems involving the cut C(S,S).
For such problems, unlike WMD, if unrestricted the
solution will be the entire graph with cut value 0. In
general that means that to solve such problems it is
necessary to use seeds which are subsets of nodes so
at least one belongs to the sink set and at least one
belongs to the source set. For these problems, when
they have size constraint, such as for Cheeger’s, of
the form d(S) ≤ d(V )

2 , the problems are NP-hard. To
address the issue of the seeds and to solve the size re-
stricted ratio problems heuristically one can choose to
first identify a subset of the graph where the optimal
subgraph may reside. This was done for example us-
ing the Metis graph partitioning heuristic of (Karypis
and Kumar, 1998) by (Lang and Rao, 2004). Once
the subgraph satisfying the size restriction is found,
say V ′, the problem becomes min /0⊂S⊂V ′

C(S,S)
d(S) .

Consider the integer programming formulation of
HNC max /0⊂S⊂V

C(S,S)
C(S,S)

with edge weights wi j and bi-
nary variables xi, yi j and zi j. Let xi = 1 if i∈ S, yi j = 1
if both i and j in S and zi j = 1 if i ∈ S j ∈ S̄. The fol-
lowing is the linearized formulation λ-HNC:

(λ-HNC) max ∑[i, j]∈E wi jyi j−λ∑ j∈V wi jzi j
subject to xi ≤ yi j for [i, j] ∈ E

x j ≤ yi j for [i, j] ∈ E
xi− x j ≤ zi j for [i, j] ∈ E
x j− xi ≤ z ji for [i, j] ∈ E
x j binary j ∈V
zi j,z ji,yi j binary [i, j] ∈ E

This monotone integer program maps into an as-
sociated graph on m + n + 2 nodes and 2m + 2n
arcs. A compact formulation of HNC, equivalent to
Cheeger’s*, is given in the next lemma (proof omitted
for lack of space):
Lemma 3. The following two problems are
equivalent and have the same optimal solutions:
max /0⊂S⊂V

C(S,S)
C(S,S)

, and min /0⊂S⊂V
C(S,S)
d(S) .

Therefore solving HNC-extension, or conduc-
tance*, provides solutions to all three problems since
setting qi = di is HNC or Cheeger’s* problem. The
problem min /0⊂S⊂V C(S,S)− λq(S) is formulated as
follows.
(λ-HNC-extension)min ∑[i, j]∈E ui jzi j−λ∑ j∈V qixi
subject to xi− x j ≤ zi j for [i, j] ∈ E

x j− xi ≤ z ji for [i, j] ∈ E
x j binary j ∈V
zi j,z ji binary [i, j] ∈ E.

The graph associated with this monotone integer
program has n+2 nodes and 2m+2n arcs which im-
proves on the number of nodes m+ n+ 2 in the λ-
HNC formulation.

To conclude we provide an example of solving
Cheeger’s* on a subgraph V ′ delivered by the Metis
procedure, min /0⊂S⊂V ′

C(S,S)
d(S) applied to the dataset

EGO-GPLUS of size n = 107614 m = 12238285, from
(Leskovec and Krevl, 2014) (reported in (Hochbaum
et al., 2024)). The convex envelope shown in Fig-
ure 5 illustrates the difference between the set of all
breakpoints, generated with the fully parametric cut
procedure, versus the set of points explored by IPC.
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Figure 5: The convex envelope of all 291 breakpoints, in
blue, versus 11 breakpoints explored by IPC, in red. (Cour-
tesy: A. Irribarra-Cortés).
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Abstract: Collaboration between edge devices has increased the scale of machine learning (ML), which can be attributed
to increased access to large volumes of data. Nevertheless, traditional ML models face significant hurdles in
securing sensitive information due to rising concerns about data privacy. As a result, federated learning (FL)
has emerged as another way to enable devices to learn from each other without exposing user’s data. This
paper suggests that FL can be used as a validation mechanism for finding and blocking malicious attacks such
as cross-site scripting (XSS). Our contribution lies in demonstrating the practical effectiveness of this approach
on a real-world dataset, the details of which are expounded upon herein. Moreover, we conduct comparative
performance analysis, pitting our FL approach against traditional centralized parametric ML methods, such
as logistic regression (LR), deep neural networks (DNNs), support vector machines (SVMs), and k-nearest
neighbors (KNN), thus shedding light on its potential advantages. The dataset employed in our experiments
mirrors real-world conditions, facilitating a meaningful assessment of the viability of our approach. Our
empirical evaluations reveal that the FL approach not only achieves performance on par with that of centralized
ML models but also provides a crucial advantage in terms of preserving the privacy of sensitive data.

1 INTRODUCTION

Today’s digital landscape is crowded with edge de-
vices that are multiplying at an alarming rate. As a re-
sult, an unimaginably large amount of personal data,
complete with different aspects of users’ lives, such
as multimedia content and text information, is being
accumulated. Using this private data to support ma-
chine learning (ML) in user applications has become
more common. However, the conventional approach
of centralizing the ML training process on powerful
servers presents a problem. While data originates
and applications execute on edge devices, centralized
servers amass substantial portions of user data, trig-
gering significant privacy concerns (McMahan et al.,
2017).

This centralization creates a fundamental conflict:
on the one hand, centralized servers participate in sup-
plying the computational searching ability and stor-
age for training complicated multilayer models; on
the other hand, there exist some safety risks for users.
The downside of centralization is possible data secu-
rity threats and abuse of users’ data, as well as large

a https://orcid.org/0000-0001-6432-3800
b https://orcid.org/0000-0003-2411-5518

Figure 1: Federated learning scheme.

communication costs. As a result, available solutions
for on-client machine learning have had to be efficient
and privacy-preserving to avoid sending data to large
repositories. Therefore, recently, the idea of feder-
ated learning (FL) has emerged as a possible solution
to both concerns (McMahan et al., 2017). FL imple-
ments a distributed collaborative learning algorithm,
which does not necessitate storing user data in the
cloud or on a central server, as illustrated in 1. Under
this setup, each client keeps its local private training
dataset and never relinquishes control over sensitive
information. Instead of transmitting raw data, clients
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only share their local model parameters, like neural
network weights, with central servers. These models
are often structured similarly and undergo aggrega-
tion averaging before being re-distributed to clients.

In addition, nowadays, the world increasingly op-
erates with Internet-based services and web appli-
cations (Kotzur, 2022). This overreliance on web-
based communication leads to increased website at-
tacks that seek to breach a system’s vulnerabilities
and corrupt the devices and data, destroying them.
One particular threat to note is Cross-Site Scripting
(XSS), which remains one of the Open Web Applica-
tion Security Projects (OWASP) (OWASP, 2017) and
has been identified by past studies as a highly persis-
tent issue. Conventional mechanisms for patching se-
curity holes in web applications rely on a database of
information on known attack signatures(Ariu and Gi-
acinto, 2011). Nevertheless, XSS attacks usually take
advantage of vulnerabilities in user input specification
or leverage the space between client-side and server-
side defenses (Rocha and Souto, 2014; Lee et al.,
2022). FL could mitigate web-based communication
safety issues in the same way it enhances privacy by
decentralized data. Furthermore, novel strategies are
needed to mitigate these security challenges by em-
powering ML. FL can increase the resistance of web
applications against XSS attacks, leveraging its prin-
ciples to preserve user privacy and enhance security.

1.1 Contributions

We propose a novel system that employs FL to de-
tect XSS attacks, addressing the limitations of tra-
ditional methods. This innovative approach allows
users to leverage shared models while preserving de-
centralized storage’s privacy and scalability benefits.
In practical tests, where we employed various ML
models within the FL-based system, we effectively
demonstrated its capacity to detect and counter XSS
attacks. Through a series of experiments, we thor-
oughly evaluated the effectiveness of diverse ML al-
gorithms in detecting XSS attacks using accuracy
metrics. Our assessment included traditional logistic
regression (LR) and deep neural network (DNN) al-
gorithms as centralized models, allowing us to juxta-
pose their performance with that of FL. By comparing
the performances of traditional LR and DNN algo-
rithms with that of FL, our goal was to determine the
most effective and efficient approach for accurately
detecting attacks. Notably, the privacy-preserving na-
ture of FL ensures that clients do not share any private
data, addressing the key concerns associated with col-
laborative learning. Our results are based on the iid
and non-iid data distribution settings.

2 BACKGROUND

2.1 Web Applications and JavaScript

Web applications refer to software programs de-
signed to perform specific tasks and are typically re-
quested by a client’s web browser over the internet
(Ndegwa, 2016). These applications are hosted on
remote servers and accessed through web browsers.
These tools include two main components: server-
side scripts, such as Java Servlets, ASP, and PHP,
which manage the processing and retrieval of data
from the backend database; and client-side scripts,
such as HTML and Java Applets, which are respon-
sible for presenting the information to a user in their
web browser.

Examples of typical web applications include
email services and e-commerce platforms, which may
require server-side processing, as well as applications
that do not require any processing on the server. To
handle HTTP requests from a client, a web server is
necessary, an application server is needed to execute
the requested tasks, and a database is used to store
information when necessary.

Various security implications arise from poor pro-
gramming of the web applications (Meyer and Cid,
2008). These bugs can be exploited to gain unautho-
rized access to a server and its associated databases or
steal sensitive data, like credit card information. The
term “web application attacks” is used for these types
of attacks on web applications.

JavaScript is an object-oriented scripting language
commonly employed in designing and implementing
dynamic websites. It does not involve server-side pro-
cessing like other programming languages but relies
purely on a client browser to execute the source code.
However, JavaScript can also be misused by hackers
who want to distribute malicious scripts through dif-
ferent means. For example, they perform Cross-Site
Scripting (XSS), Passive Downloads, or SQL injec-
tion attacks (Wei-Hong et al., 2013).

2.2 Cross-Site Scripting Attacks

Cross-site scripting (XSS) has become a prevalent
way of attacking many websites (Lee et al., 2022).
OWASP categorizes such attacks among the top ten
in terms of how incapacitating they can be. The pur-
pose of an XSS attack is to place destructive content
within a valid web page or application and execute it
on the victim’s browser. This occurs when a blame-
less user visits a webpage or web app that includes
damaging programming, which then runs on his/her
web browser, allowing the attacker to gain unautho-
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rized entry into private information, including cook-
ies/user profiles or installing malware. Commonly
used conduits for XSS are message boards, forums,
and web pages where users leave comments.

Reflected XSS attacks, stored XSS attacks, and
DOM-based XSS attacks are the three major types
of these attacks (Galán et al., 2010). The methods
each uses to inject attacker codes into applications dif-
fer concerning these three attack types and the means
through which they affect code execution. Most au-
thors exclude DOM-based XSS attacks when catego-
rizing XSS attacks because these attacks are vulner-
able to the script used by web browsers, unlike Re-
flected and Stored XSS attacks, which exploit vulner-
abilities in web applications (Klein, 2005). Reflected
and Stored XSS attacks involve injecting script code
through an HTTP request. Reflected XSS attacks,
also known as nonpersistent XSS attacks, are com-
monly used to steal sensitive data, such as cookies, by
executing malicious scripts on the victims’ machines.
This type of attack is executed immediately in the vic-
tim’s browser since the script is included in the HTTP
response.

On the other hand, stored XSS attacks are more
dangerous because they can affect multiple users who
access the infected page. This attack entails directly
injecting the script or payload into the target page’s
database, which allows the attacker to keep running
their malicious code.

The third kind of XSS attack is DOM-based XSS,
and it is unique in that it does not rely on a vulner-
ability inherent in a web application itself. Rather,
these attacks exploit vulnerabilities within the docu-
ment object model (DOM) of a web browser to inject
malicious code inside targeted pages. The attacker
can do this by engineering a malevolent URL that,
when clicked, will insert the code straight into the
DOM of that page.

Although all kinds of XSS attacks may have dif-
ferent features and execution methods, they all aim to
exploit web applications to execute software scripts.
Consequently, developers and website administrators
must be familiar with this class of attacks and protect
their systems against them.

2.3 Data Privacy in XSS Detection and
the Role of Federated Learning

A critical aspect of XSS detection involves analyzing
the data or scripts embedded in web pages. While the
scripts might not always contain sensitive informa-
tion, they are often associated with user-specific con-
texts, such as session data, browsing history, or user
interactions with web applications. This context can

reveal users’ private information, such as their brows-
ing habits, preferences, and even personal identifiers.

Traditionally, XSS detection models have relied
on centralized servers to aggregate and analyze this
data, raising significant privacy concerns. Central-
ized storage and processing of such data can expose it
to potential breaches, misuse, or unauthorized access,
compromising user privacy. This is particularly con-
cerning in scenarios involving edge devices, where
data is generated and consumed locally, such as in IoT
environments.

Federated Learning (FL) presents an innovative
solution to this privacy challenge. By allowing de-
vices to collaboratively train models without sharing
raw data with a central server, FL ensures that sensi-
tive information remains on the user’s device. In XSS
detection, each device can contribute to improving the
detection model by sharing only model updates rather
than the underlying data.

This approach is particularly valuable for protect-
ing data privacy in edge computing environments,
where data decentralization is both a necessity and a
strength. By applying FL to XSS detection, we can
enhance the security and privacy of web applications
while still leveraging the collective intelligence of dis-
tributed devices.

These privacy considerations motivate the choice
of FL for XSS detection. Our work explores this
novel application of FL to XSS detection, providing
a framework for maintaining high detection accuracy
without compromising user privacy. Through com-
parative analysis with traditional centralized machine
learning models, we demonstrate the effectiveness of
FL in this context, highlighting its potential to revolu-
tionize the web security field.

3 RELATED WORK

3.1 Cross-Site Scripting Detection

In 2009, Likrash et al. worked on predicting mali-
cious JavaScript code using multiple ML classifiers.
These classifiers were used to determine which fea-
tures of the JavaScript code could help their model
determine potentially malicious code (Likarish et al.,
2009). The classifiers used in this study were naı̈ve
Bayes, ADTree , support vector machine (SVM), and
RIPPER classifiers. The authors of this study used a
10-fold cross-validation technique to train and test the
models; thus, the data were divided into ten segments:
9 for training and one for testing. However, this pro-
cess was performed ten times, so each segment was
utilized in the training and testing phases at least once
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(Likarish et al., 2009). In their work, the authors
achieved a precision value ((number of correctly la-
beled malicious scripts)/(total number of scripts that
are marked as malicious)) of 0.92% and a recall rate
((number of correctly labeled malicious scripts)/(total
number of malicious scripts)) of 0.787% (Likarish
et al., 2009). One concern with this study was that the
training set contained 50,000 benign codes and only
62 malicious codes without oversampling the mali-
cious code, which might explain the low recall value.

Komiya et al. (Komiya et al., 2011) used ML
techniques, such as SQL injection and XSS attacks,
adapted to changes in code characteristics to predict
malicious web code. The first stage was the learn-
ing process. In this stage, the classifier extracted
features from malicious or nonmalicious web code
from each training dataset using a feature vector. The
vector contained the weight of each feature (term),
which was the number of occurrences calculated us-
ing the term frequency-inverse document frequency
(TF-IDF) method. The second process was the classi-
fication process, which used the criteria constructed
from the learning process to classify the user in-
put. The authors constructed two separate classifiers,
one for XSS attacks and another for SQLIAs(Komiya
et al., 2011). The utilized classifiers included an SVM
(with a linear kernel), another SVM (with a polyno-
mial kernel), a third SVM (with a Gaussian kernel),
naive Bayes, and K-nearest neighbors (KNN). The
KNN classifier yielded the highest precision (0.991),
and the SVM with a Gaussian kernel yielded the high-
est accuracy (99.16%). The principal concern regard-
ing this study was that the dataset used for training
and testing was relatively small and might not have
reflected real-world web attacks(Komiya et al., 2011).
Another experiment conducted by Nunan involved
XSS attacks (Nunan et al., 2012). By depending on
web document content and URLs, the authors aimed
to detect malicious pages using ML techniques. Dif-
ferent classification algorithms were used to extract
features that helped predict XSS attacks. In this ex-
periment, the authors focused on detecting web page
obfuscation by encoding hexadecimal, decimal, oc-
tal, Unicode, Base64, and HTML reference charac-
ters. The employed classification algorithms included
naive Bayes and SVM classifiers. They also per-
formed this experiment using 10-fold cross-validation
(Nunan et al., 2012). Wei-Hong et al. worked on
detecting malicious scripts by using static analysis
techniques to extract features and an SVM to classify
scripts (Wei-Hong et al., 2013). The authors extracted
features first based on previous work performed by
other researchers and second by manually analyz-
ing the data. In their work, utilizing an SVM, they
reached an accuracy of 96.59% on the training set and

an accuracy of 94.38% on the testing set (Wei-Hong
et al., 2013). Other researchers have used ML tech-
niques to distinguish between obfuscated and nonob-
fuscated scripts (Aebersold et al., 2016). To reach this
goal, they used the following classifiers while depend-
ing on Azure ML: average perceptron (AP), Bayes
point machine (BPM), boosted decision tree (BDT),
decision forest (DF), decision jungle (DJ), locally
deep SVM (LDSVM), LR, neural network (NN), and
SVM classifiers. The authors studied the ability of
these classifiers to detect malicious scripts; however,
no malicious scripts were included in the training
dataset that was used to build the models. The BDT
classifier achieved the highest precision (100%), with
a recall of 47.71% (Aebersold et al., 2016). Mere-
ani et al. (Mereani and Howe, 2018) aimed to build
classifiers to predict a persistent (on-storage) XSS at-
tack in a Java script using ML techniques. Persis-
tent XSS attacks occur when a hacker injects his or
her code and saves it in the database of the target
web application. Whenever the web application is
accessed, the script runs on the user’s browser. The
authors used three classifiers in their work: an SVM,
a KNN, and a random forest. The conventional ap-
proach to XSS detection typically involves extracting
certain features based on experience and subsequently
determining if it constitutes an XSS attack using rule-
based matching methods. However, this methodology
struggles to identify increasingly intricate XSS attack
patterns. With the swift advancements in machine
learning, an expanding cohort of researchers has en-
deavored to address network security issues through
machine learning algorithms, with particular empha-
sis on XSS attack detection, resulting in notable ad-
vancements (Yan et al., 2022; Wu et al., 2021a; Wu
et al., 2021b; Wu et al., 2021c; Wu et al., 2019).
(ZHOU et al., 2019) proposed a model that combines
a multilayer perceptron with a hidden Markov model
(HMM). (Luo et al., 2020) developed a URL feature
representation method by analyzing existing URL at-
tack detection technologies and put forward a multi-
source fusion method based on a deep learning model.
This approach enhances the overall accuracy and sys-
tem stability of the XSS detection system.

3.2 Federated Learning

The inception of FL traces its origins to 2017,
marked by the unveiling of this innovative paradigm
by Google in their seminal paper (McMahan et al.,
2017). This pioneering endeavor introduced a de-
centralized approach, denoted FL, meticulously de-
signed to preserve the privacy of the data belonging
to participating clients. In the FL domain, a cen-
tral server or aggregator assumes a central role in or-
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chestrating a consortium of clients, enabling collab-
orative data analysis through a shared model. Cru-
cially, FL upholds the principle of data sovereignty,
ensuring that each client maintains absolute control
over their data, which remains confined within the
boundaries of their devices. Within this framework,
the model is regarded as communal property shared
among the clients, with the sole exchanges encom-
passing parameter updates. Additionally,(McMahan
et al., 2017) proposed a novel decentralized learn-
ing technique termed federated averaging that mod-
els the performance of a convolutional neural net-
work (CNN) using diverse types of data such as the
MNIST, CIFAR-10, and LSTM datasets. Numerous
studies have extended the scope of FL. For instance,
they may focus on the challenges associated with sys-
tem heterogeneity and seek to minimize the incurred
communication overhead. In their work, Bonawitz et
al. (Bonawitz et al., 2017) implemented a secure and
efficient FL algorithm with a fixed number of rounds,
ensuring low communication overhead and high ro-
bustness, especially when handling high-dimensional
data received from clients. Addressing uplink costs,
Konevcny et al. (Konečnỳ et al., 2016) introduced
methods based on structured and sketched updates,
showcasing significant communication overhead re-
ductions (by two orders of magnitude).To help with
training, they employed techniques such as correcting
the momentum and clipping the local gradient to sig-
nificantly reduce the communication bandwidth over-
head in deep gradient compression (DGC) (Lin et al.,
2017). Additionally, Hsieh et al. (Hsieh et al., 2020),
Li et al. (Li et al., 2020b), and Shamir et al. (Shamir
et al., 2014) developed novel distributed learning al-
gorithms by employing multiple minibatches and full-
batch stochastic gradient descent (SGD) to alleviate
communication overheads and improve overall effi-
ciency of FL. This is believed to be the first time that
FL has been used for user privacy protective XSS at-
tack detection (McMahan et al., 2017; Yang et al.,
2019; Li et al., 2020a; Zhang et al., 2021; Kairouz
et al., 2021).

4 PROBLEM FORMULATION

This section describes our proposed FL scheme,
which runs FL on a set of clients. We consider N
clients engaged in a classification task, where the
goal is to learn a function that maps every input
data point to the correct class out of K possible op-
tions. Each client n has access to its own private data
Dn = {xn

i }Mn
i=1 consisting of Mn inputs and their cor-

responding labels yi. All the labels are hard-decision

vectors formed over the set of all classes. Each client
n has a model (e.g., a DNN) with p parameters (e.g.,
weights): ωn ∈ Rp. We follow conventional FL and
assume that all clients have the same architecture for
their models so they can be easily averaged.

Let l(ω,x,y). be the loss incurred on a training
data point (x,y). The local training loss function of
client n is then

Ln (ωn)≜ ∑
x∈Dn

l (ωn,x,y(x)) . (1)

The goal of the training process in FL is to learn
a common model ω that minimizes the total loss in-
duced across all clients, which is defined as follows:

L (ω) =
N

∑
n=1

Ln (ω) . (2)

The iterations t of the employed FL algorithm
consist of two parts. First, the server collects the
client models and computes the average model:

ω(t) =
1
N

N

∑
n=1

ωn (t) . (3)

Then, each client performs a local SGD step to update
the average model, with a momentum parameter 0 ≤
β < 1:

ωn (t +1) = ω(t)η(t)v(t +1) (4)
where η(t) is the step size sequence and

v(t +1) = βv(t)+gn (ω(t)) (5)

Which coincides with the standard SGD strategy
for β = 0. The stochastic gradient gn (ω(t)) is ob-
tained concerning a random subset of data points
Sn ⊂Dn of size B (i.e., the batch size):

gn (ω(t)) = ∑
x∈Sn

∇l (ω(t) ,x,y(x)) . (6)

5 EXPERIMENTAL RESULTS

The experiments were conducted using Google Co-
lab, running the datasets and models within the
Python environment. We report the percentage of ac-
curately classified data points in the test dataset (”ac-
curacy”) for the federated learning (FL) model ob-
tained after training.

5.1 Datasets

5.1.1 XSS Dataset

We utilized a balanced XSS dataset comprising
scripts from multiple sources. Two datasets contain-
ing malicious and benign JavaScript programs were
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Table 1: Datasets containing malicious and benign scripts.

Dataset Type Dataset Source
Malicious Scripts (Mereani and Howe, 2018)

Benign Scripts (Mereani and Howe, 2018)

gathered, with the sources listed in Table 1. The
dataset consists of 62 attributes and 24,097 data in-
stances.

Selecting the features to be trained by FL mod-
els is challenging due to the vast number of available
design options. Feature selection is typically divided
into two categories.

• Structural Features. This refers to the complete
set of non-alphanumeric characters, including five
additional combinations. For example, a hacker
may add unnecessary commands (¡!) or spaces
between lines.

• Behavioral Features. These are specific com-
mands or functions that may be used in a mali-
cious JavaScript, such as the (Var) function. Ta-
ble 2 outlines both the structural and behavioral
features utilized in our experiments.

5.1.2 CICIDS2017 Dataset

The CICIDS2017 dataset (Sharafaldin et al., 2018),
created by the Canadian Institute for Cybersecurity
(CIC), offers a comprehensive collection of network
traffic data representing various cyber threats and nor-
mal network behavior. The dataset consists of 85
features with 458,968 data instances. Preprocessing
steps included checking for null values, converting
categorical objects to numerical values, and normal-
izing the data to eliminate outliers.

5.2 Model Architectures and Training

We implemented and tested four machine-learning
models:

• Logistic Regression (LR): A basic linear model
used for binary classification tasks. This model
served as a baseline for our comparisons.

• Multilayer Perceptron (MLP or 2NN): A neu-
ral network with two hidden layers containing
200 units and ReLU activation functions as in
(McMahan et al., 2017). The architecture is sim-
ple yet effective for binary classification tasks in-
volving malicious and benign labels.

• Support Vector Machine (SVM): A powerful
model used for binary classification, particularly
effective in high-dimensional spaces. We used a
Radial Basis Function (RBF) kernel, which is a

common choice for non-linear classification. The
RBF kernel maps the input data into a higher-
dimensional space, which makes it easier to clas-
sify using a linear decision boundary.

• k-Nearest Neighbors (KNN): A simple yet ef-
fective non-parametric method for classification
tasks. We set k=5 as a default value, balancing
bias and variance.
All models were trained using Stochastic Gradient

Descent (SGD) where applicable (for LR and MLP)
with the following parameters:

• Learning rate: η = 0.01

• Momentum: β = 0.9

• Batch size: B = 32

• Local epochs: E = 1 (i.e., SGD operated over the
local dataset once)

• Communication rounds: 100
The KNN model’s classification is non-iterative,

so the parameters related to SGD do not apply. In-
stead, the model computes distances between data
points and assigns labels based on the majority class
among the nearest neighbors.

Each experiment was run ten times, and the results
presented are averages across these runs, with error
bars representing one standard deviation.

To simulate a realistic Federated Learning (FL)
environment, we divided the XSS and CICIDS2017
datasets into several shards, assigning each shard to
a different client and ensuring each client had its pri-
vate data. We followed an 80:20 train-test split, re-
serving 20% of the data for evaluating the model’s
performance on unseen data.

5.3 Reproducibility and Code
Availability

We implemented all models using standard libraries
in Python. To ensure reproducibility, the models’ de-
tailed architectures, preprocessing steps, and training
configurations are provided. The code, including data
preprocessing scripts, model architectures, and the FL
implementation, will be made available in a public
repository upon the paper’s acceptance. The datasets
used are publicly accessible and cited accordingly.

5.4 IID Data Distribution

The results obtained for independent and identically
distributed (IID) data are presented in Table 3. In this
setting, ten clients were utilized, each with random
data points from the specific datasets (XSS and CI-
CIDS 2017); thus, the data distributions among the
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Table 2: Behavioral and structural features (Mereani and Howe, 2018).

Features Description Type
Readability The number of alphabetical characters. Behavioral

Objects Document, window, I frame, location. Behavioral
Events Onload, Onerror. Behavioral

Methods createElement, String.fromCharCode. Behavioral
Tags DIV, IMG, <script>. Behavioral

Attributes SRC, Href, Cookie. Behavioral
Reserve Var. Behavioral

Functions eval(). Behavioral
Protocol HTTP. Behavioral

External File .js file. Behavioral
Punctuation <, #, $, @. Structural

Combinations ”¿¡”, ”==”. Structural

Table 3: Performance of FL and Traditional Centralized models in binary classification on XSS and CICIDS2017 datasets
based on IID data distribution.

Dataset Model Accuracy Precision Recall F1 Score

XSS

FL model (LR) 98.9% 99.9% 97.3% 98.6%
Traditional Centralized model (LR) 99.9% 99.9% 99.8% 99.9%

FL model (DNN) 99.9% 99.9% 99.9% 99.9%
Traditional Centralized model (DNN) 99.9% 99.9% 99.8% 99.9%

FL model (SVM) 99.9% 99.9% 99.9% 99.9%
Traditional Centralized model (SVM) 99.96% 99.96% 99.96% 99.96%

FL model (KNN) 99.7% 99.7% 99.7% 99.7%
Traditional Centralized model (KNN) 99.90% 99.90% 99.90% 99.90%

CICIDS2017

FL model (LR) 94.01% 89.36% 90.0% 89.86%
Traditional Centralized model (LR) 97.9% 94.72% 98.33% 96.49%

FL model (DNN) 98.48% 96.49% 98.33% 97.40%
Traditional Centralized model (DNN) 99.8% 99.3% 99.9% 99.6%

FL model (SVM) 98.41% 96.48% 98.09% 97.28%
Traditional Centralized model (SVM) 99.31% 99.04% 98.57% 98.80%

FL model (KNN) 96.49% 90.54% 98.09% 94.17%
Traditional Centralized model (KNN) 99.38% 98.12% 99.76% 98.93%

clients are similar. The experiment aims to identify
anomalies in the data. Our results, as an example in
Figure 2, confirmed that FL could reach a comparable
performance level to traditional centralized models
after a few communication rounds while maintaining
data privacy and never sharing any sensitive data with
the central server. Furthermore, the results for the bi-
nary classification of XSS and CICIDS2017 datasets,
presented in Table 3, include the performance of addi-
tional classifiers, such as SVM and KNN, along with
LR and DNN models. These results demonstrate that
federated learning offers superior accuracy, precision,
recall, and F1 score across multiple models address-
ing the XSS issue.

5.5 Non-IID Data Distribution

The results for non-independent and identically dis-
tributed (non-IID) data are presented in Table 4. In
this setting, each client i had data points belong-
ing to class i of the XSS and CICIDS2017 datasets,
with i = 1,2. To create the most non-IID case,
client one was assigned all the malicious data points,
while client two was assigned all the benign data
points. The results show that the federated model of-
fers slightly lower scores in some cases than the cen-
tralized model. However, the difference is not sub-
stantial, indicating that the horizontal FL system can
perform well in addressing the XSS problem using
FedAvg as the aggregating algorithm. Figure 3 pro-
vides an example of the behavior of the Logistic Re-
gression (LR) and Deep Neural Network (DNN) mod-
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Table 4: Performance of FL and Traditional Centralized models in binary classification on XSS and CICIDS2017 datasets
based on non-IID data distribution.

Dataset Model Accuracy Precision Recall F1 Score

XSS

FL model (LR) 98.77% 99.9% 97.08% 98.51%
Traditional Centralized model (LR) 99.9% 99.9% 99.8% 99.9%

FL model (DNN) 99.85% 99.9% 99.65% 99.82%
Traditional Centralized model (DNN) 99.9% 99.9% 99.8% 99.9%

FL model (SVM) 99.91% 99.90% 99.90% 99.90%
Traditional Centralized model (SVM) 99.96% 99.96% 99.96% 99.96%

FL model (KNN) 99.81% 99.95% 99.60% 99.77%
Traditional Centralized model (KNN) 99.90% 99.90% 99.90% 99.90%

CICIDS2017

FL model (LR) 95.8% 89.7% 89.8% 93.1%
Traditional Centralized model (LR) 97.9% 94.72% 98.33% 96.49%

FL model (DNN) 96.08% 97.14% 89.04% 92.91%
Traditional Centralized model (DNN) 99.8% 99.3% 99.9% 99.6%

FL model (SVM) 97.73% 97.79% 97.73% 97.74%
Traditional Centralized model (SVM) 99.31% 99.04% 98.57% 98.80%

FL model (KNN) 96.63% 89.97% 98.33% 93.97%
Traditional Centralized model (KNN) 99.38% 98.12% 99.76% 98.93%

Figure 2: Federated learning with IID data distributions. The columns correspond to the XSS and CICIDS2017 datasets. The
rows correspond to the models LR and DNN.

els during the communication rounds, supporting the
results shown in Table 4.

Our federated learning framework also supports
configurations with more than two clients. We tested
the performance of the new classifiers, SVM and
KNN, with a setup involving ten clients. Specifically,
we assigned five clients to class 0 and the remain-

ing five clients to class 1. In this setup, client i for
i ∈ {1, . . . ,5} was assigned all data points of class
0, while client j for j ∈ {6, . . . ,10} was assigned all
data points of class 1. This setup, detailed in Table
4, demonstrates the scalability and robustness of our
approach.

FL’s effectiveness tends to align with the balance
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Figure 3: Federated learning with non-IID data distributions. The columns correspond to the XSS and CICIDS2017 datasets.
The rows correspond to the models LR and DNN.

between model and dataset complexity. Matching the
model complexity to that of the dataset is crucial to
fully benefiting from the FL effect. We can evaluate
our model against our proposed scheme’s benchmarks
provided by (Yan et al., 2022; Mereani and Howe,
2018). It is worth noting that all machine learning
models referenced in the prior studies are employed
as traditional centralized models. A key advantage of
our approach is that with federated learning, access-
ing the clients’ data is unnecessary.

6 CONCLUSION

Users’ data privacy concerns have become more im-
portant, and traditional methods face problems safe-
guarding sensitive data. Federated learning with ML
models can be used as a verification stage to ensure
privacy while training ML models. In this research,
we presented an innovative and scientifically sound
privacy-preserving FL as an alternative method to a
centralized model in detecting XSS attacks. Our ap-
proach facilitates the training of ML models on dis-
tributed devices, effectively mitigating the privacy
risks of sensitive data. We comprehensively assessed
the proposed framework using authentic, real-world
data and compared its efficacy with traditional cen-

tralized ML methodologies. The experimental find-
ings strongly indicated that the proposed FL approach
attained performance levels comparable to those of
centralized models such as LR and DNN while ensur-
ing data privacy. The outcomes affirm that FL holds
excellent promise as a viable technique for XSS de-
tection. At the same time, our framework exhibits
potential for adaptation to address other security vul-
nerabilities prevalent in web applications. Future re-
search should aim to gain a more thorough under-
standing of XSS behavior. We will expand our re-
search to include more attack types, such as SQL in-
jection and cross-site request forgery. Moreover, we
will utilize different models and investigate the com-
plexity of these strategies.
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Konečnỳ, J., McMahan, H. B., Yu, F. X., Richtárik, P.,
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Abstract: This study compared semantic representation learning + machine learning, BERT, and GPT-4 to estimate dis-
ease names from chief complaints and evaluate their accuracy. Semantic representation learning + machine
learning showed high accuracy for chief complaints of at least 10 characters in the International Classifica-
tion of Diseases 10th Revision (ICD-10) codes middle categories, slightly surpassing BERT. For GPT-4, the
Retrieval Augmented Generation (RAG) method achieved the best performance, with a Top-5 accuracy of
84.5% when all chief complaints, including the evaluation data, were used. Additionally, the latest GPT-4o
model further improved the Top-5 accuracy to 90.0%. These results suggest the potential of these methods
as diagnostic support tools. Future work aims to enhance disease name estimation through more extensive
evaluations by experienced physicians.

1 INTRODUCTION

We developed a method for estimating disease names
based on learning semantic representations of medi-
cal terms to improve both accuracy and interpretabil-
ity (Keshi et al., 2022). While semantic representation
learning provides high interpretability for discharge
summaries, it struggles with texts with poor context,
such as a patient’s chief complaint. Therefore, we
aimed to improve the accuracy and interpretability of
disease name estimation by evaluating generative AI
techniques like GPT-4.

This study evaluated semantic representation
learning to determine the conditions of the chief com-
plaint using generative AI. We conducted a reference
evaluation using BERT models (Devlin et al., 2019;
Kawazoe et al., 2021), pretrained on Japanese clinical
texts, and Wikipedia. Finally, we used an integrated
approach to infer disease names from chief com-
plaints, applying zero-shot learning, few-shot learn-
ing, and RAG with GPT-4. We comprehensively eval-
uated these approaches’ accuracy and explored their

potential application for medical diagnosis.
This study highlights the importance of combin-

ing traditional supervised learning and generative AI
techniques to improve the accuracy of disease name
estimation, especially from minimal contextual data
like chief complaints. This combination is crucial to
address the challenges of medical diagnosis and en-
hance accuracy.

2 RELATED RESEARCH

The field of medical AI is rapidly advancing with
the application of large language models. Gen-
erative AI is being widely adopted in the medi-
cal field, and its democratization has the potential
to enhance diagnostic accuracy (Chen et al., 2024).
Google’s Med-PaLM2, fine-tuned with medical texts,
has shown high performance in the US medical li-
censing exam (Singhal et al., 2023). OpenAI’s GPT-
4 can pass the Japanese national medical exam but
still faces challenges in professional medical applica-
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Table 1: Number of cases in the old EMR corresponding to
the top 20 ICD-10 codes in the new EMR.

ICD-10 code new EMR old EMR
C34.1 1127 210
H25.1 929 123
C61 912 2216

C34.3 893 158
C22.0 864 1501
I20.8 698 75
I35.0 690 70
I50.0 545 166
C16.2 536 231
I67.1 515 387
C25.0 503 111
C15.1 483 253

I48 483 253
C34.9 468 1579
P03.4 432 399
C56 393 1276

M48.06 373 845
H35.3 368 1060
H33.0 361 625
C20 357 343

tions (Kasai et al., 2023). In the 2022 National Med-
ical Examination for Physicians (NMLE) in Japan,
GPT-4 achieved a correct response rate of 81.5%,
significantly higher than GPT-3.5’s 42.8%, and ex-
ceeded the passing standard of 72%, showing its po-
tential to support diagnostic and therapeutic deci-
sions (Yanagita et al., 2023).

Given these advancements, this study focuses on
utilizing these models to establish evaluation criteria
for estimating disease names from chief complaints.

3 DATASET

Developing disease estimation AI models using elec-
tronic medical records faces the challenge of accuracy
drop when applied across different hospitals. This
study aims to create models with high accuracy across
two types of EMRs with different data distributions.

3.1 Progress Summary Dataset

The training data includes discharge summaries from
Toyama University Hospital (2004-2014, 94,083
cases) and the evaluation data from 2015-2019
(61,772 cases). Data cleansing involved excluding
cases with missing values, unused fields, rare disease
names (less than 0.02%), and short progress sum-
maries (less than 50 words).

Table 1 shows the number of cases in both EMRs
for the top 20 disease codes. Despite distribution dif-
ferences, the top 20 disease codes in the new EMR
appear in the old EMR, ensuring sufficient cases for
model training and evaluation.

The records include the ICD-10 code, the first 500

Table 2: The number of cases according to different chief
complaint conditions.

old EMR new EMR
Before data cleansing 94,083 cases 61,772 cases
After data cleansing 73,150 cases 48,911 cases
Subcategories with any chief complaint 35,509 cases 28,787 cases
Subcategories with chief complaints of
more than 10 characters

8,300 cases 5,876 cases

Middle categories with chief complaints
of more than 10 characters

6,766 cases 4,949 cases

Table 3: The number of cases for benchmarks focusing on
the top 20 ICD-10 codes.

old EMR new EMR
Subcategories with any chief complaint 4,205 cases 5,547 cases
Subcategories with chief complaints of
more than 10 characters

1,013 cases 1,054 cases

Middle categories with chief complaints
of more than 10 characters

1,605 cases 1,715 cases

characters of the progress summary, department, gen-
der, and age.

3.2 Chief Complaint Dataset

Chief complaints were extracted from both EMRs.
Table 2 shows the variation in case numbers under
different conditions. Table 3 presents benchmarks for
the top 20 ICD-10 codes in the new EMR.

In the chief complaint dataset, restricting the num-
ber of letters significantly reduces case numbers but
retains sufficient data for machine learning. Records
include the ICD-10 code, chief complaint, depart-
ment, gender, and age.

4 PROPOSED METHOD

We developed a model to estimate disease names from
chief complaints by extending GPT-4 using EMRs.
GPT-4 can pass the Japanese national examination for
physicians, but its performance can be improved us-
ing the chief complaint dataset from Chapter 3. This
study employs supervised learning (semantic repre-
sentation learning + machine learning) and a BERT
model pretrained on medical documents for compar-
ative validation.

4.1 Semantic Representation Learning
of Medical Terms

The semantic representation learning process (Fig-
ure 1) involves using the first 500 characters of the
progress summary. The step of obtaining a weight
vector of the progress summary includes generating a
paragraph vector (Le and Mikolov, 2014) with initial
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Figure 1: Semantic representation learning process based on the medical-term semantic vector dictionary.

P034… Fetuses and neonates a ected
by cesarean delivery

neonatal disorder

Figure 2: Distribution of weights by ICD-10 code for the
disease feature word ”neonatal disorder”.

weights based on the medical-term semantic vector
dictionary (Keshi et al., 2022). The resulting para-
graph vector, which captures the semantic meaning
of the text, is then combined with other explanatory
variables such as gender, age, and department. The
learning model subsequently uses linear SVM and lo-
gistic regression to classify the ICD-10 codes based
on these features.

4.1.1 Structure of Medical-Term Semantic
Vector Dictionary

The structure of the medical-term semantic vector
dictionary is based on the disease thesaurus named
T-dictionary*1. It associates 299 feature words (264
disease feature words + 35 main symptoms) with ba-
sic disease names to provide semantic information for

interpretable disease name estimation (Figure 1).

4.1.2 Classification and Visualization

Figure 2 shows the top 20 ICD-10 codes on the ver-
tical axis and the weight distribution of the disease
feature word ”neonatal disorder” on the horizontal
axis. For ICD-10 code P034, where the mean of the
weight distribution is greater than 1.0, it indicates fea-
tures and neonates affected by cesarean delivery. This
visualization facilitates the interpretation of how the
model arrived at a particular diagnosis by highlight-
ing the significance of specific disease feature words
in the classification process.

4.2 Disease Name Estimation Using
BERT

We evaluated a BERT model pretrained on medical
documents. The BERT model required pre-training
and fine-tuning to achieve accurate disease name esti-
mation.

Table 4 provides information on the BERT models
used in the study.

*1https://www.tdic.co.jp/products/tdic
*2https://github.com/cl-tohoku/bert-japanese
*3https://ai-health.m.u-tokyo.ac.jp/home/research/uth-

bert
*4https://github.com/ou-medinfo/medbertjp
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Table 4: Information on the BERT Models Used.
Model Name Model Size Training Data
TU-BERT*2 (Tohoku University
BERT)

Base Japanese Wikipedia
(approximately 17 million
sentences)

UTH-BERT*3 (University of
Tokyo Hospital BERT)

Base Clinical texts (120 million
records)

MedBERTjp*4 (Osaka
University Graduate School of
Medicine BERT)

Base Japanese Wikipedia + Corpus
scraped from “Today’s Diagnosis
and Treatment: Premium”

4.3 Estimation of Disease Names Using
GPT-4

We used GPT-4 (model version: 1106-Preview)
from Azure OpenAI Service.*5, The chief complaint
dataset was selected for training and evaluation pur-
poses to avoid personal information. Additionally,
we conducted an evaluation using the latest GPT-4o
(model version: 2024-05-13) under the same condi-
tions that yielded the best performance in the earlier
evaluation.

4.3.1 Zero-Shot Learning

In zero-shot learning, GPT-4 estimated disease names
based solely on a system prompt, without any specific
training on the target dataset. This approach leverages
the model’s pre-existing knowledge to make predic-
tions, demonstrating its ability to infer disease names
from chief complaints even in the absence of domain-
specific data.

4.3.2 Few-Shot Learning

In few-shot learning, one set of chief complaints and
corresponding ICD-10 codes for each of the top 20
ICD-10 codes in the new EMR was used from the old
EMR, providing 20 sets as example responses to GPT-
4.

4.3.3 RAG

The RAG approach used three databases:

• RAG1: A database of chief complaints and ICD-
10 codes excluding the chief complaints of the top
20 ICD-10 codes in the new EMR.

• RAG2: A database of chief complaints and ICD-
10 codes from the old EMR corresponding to the
top 20 ICD-10 codes from the new EMR.

• RAG3: A database linking all chief complaints
with corresponding ICD-10 codes, including the
evaluation data.

*5https://portal.azure.com/#view/Microsoft Azure
ProjectOxford/CognitiveServicesHub/∼/OpenAI

old EMR

35,509 cases

Seman c

representa on

learning

Machine learning

Training data

Each benchmark

of old EMR

old EMR

learned model

new EMR

28,787cases

Seman c

representa on

learning

Evalua on data

Each benchmark

of new EMR

Disease name

es ma on

Figure 3: Experimental flow of semantic representation
learning.

5 EXPERIMENTAL SETUP

5.1 Semantic Representation Learning
+ Machine Learning

We used vectors of disease feature words from se-
mantic representation learning to create models using
machine learning. Statflex*6 was employed for inter-
pretability evaluation to graph the variance and mean
of the vectors. Figure 3 shows the experimental flow
of disease name estimation from chief complaints
using semantic representation learning and machine
learning.

The datasets of all chief complaints shown in Ta-
ble 2 (35,509 cases in the old EMR and 28,787 cases
in the new EMR) were used for semantic representa-
tion learning. We evaluated each benchmark shown
in Table 3. Both linear SVM and logistic regression
were evaluated due to the shorter text length of chief
complaints.

We determined the optimal conditions for chief
complaints with the highest accuracy based on over-
all accuracy and macro-average F1 score of the top 20
ICD-10 codes. These conditions were used in subse-
quent BERT and GPT-4 experiments.

5.2 BERT

All training data were taken from the progress sum-
mary dataset in the old EMR for fine-tuning BERT.
The evaluation consisted of two methods:

• Extracting progress summaries related to the top
20 ICD-10 codes from the new EMR and classi-
fying them as evaluation data.

• Extracting chief complaints related to the top 20
ICD-10 codes from the new EMR and classifying
them as evaluation data.

*6https://www.statflex.net/
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5.3 GPT-4

For GPT-4 experiments, we used the chief complaint
dataset to avoid personal information.

5.3.1 Zero-Shot Learning

GPT-4 estimated disease names based solely on a sys-
tem prompt, without any specific training on the target
dataset.

System Prompt Example

# Role
You are an experienced doctor at a

↪→ hospital. You will answer
↪→ questions from young doctors and
↪→ medical staff in Japanese.

# Objective
Based on the input of the patient ’s

↪→ chief complaint , you will
↪→ perform the following tasks:

- Estimate the patient ’s disease and
↪→ provide up to five possible
↪→ diagnoses along with their ICD
↪→ -10 codes of middle categories.

# Data Specifications
For each chief complaint , display the

↪→ ICD -10 code of the middle
↪→ categories and the top five
↪→ candidate diagnoses.

# Output Format
The output should be in the following

↪→ JSON format:
(format details omitted)

5.3.2 Few-Shot Learning

Few-shot learning involved providing example sen-
tences to GPT-4 to enable in-context learning.

Few-shot Learning Example

{"role": "user", "content": "Loss of
↪→ appetite , generalized fatigue ,
↪→ pain in dark surroundings"},

{"role": "assistant", "content ":"[{"
↪→ Estimated Disease": "C25", "
↪→ Diagnosis": "Cancer of the
↪→ pancreas"]"}

5.3.3 RAG

In the experiment, the three configurations RAG1,
RAG2, and RAG3 described in the proposed method
were used to evaluate the performance of the model.
Each configuration was designed to test the model un-
der different conditions, focusing on the availability
and relevance of reference data.

RAG External Data Example
Diagnosis Code: C34
C34, Back pain , abdominal pain , liver

↪→ dysfunction
C34, Abnormal sensation in the right

↪→ upper arm, swelling in the right
↪→ supraclavicular fossa

In the RAG, new and old EMR chief complaints
were entered into text files for each ICD-10 code of
the middle categories and managed in an Azure stor-
age Blob container. Data was chunked into 512-token
segments with 128-token overlap. The search used
Azure AI Search’s hybrid (keyword + vector) search
and semantic ranking features (Berntson et al., 2023).

For evaluation, the Zero-shot learning, Few-shot
learning, and RAG methods used the same 200 sets
of evaluation data, which consisted of 200 chief com-
plaints randomly selected from the top 20 ICD-10
codes in the new EMR. The results of these evalua-
tions are presented in the following sections. Based
on the results of the semantic representation learn-
ing experiments, RAG was constructed targeting chief
complaints of more than 10 characters in the ICD-10
middle categories. RAG1 and RAG3 included 872
types of ICD-10 codes, while RAG2 focused on the
top 20 ICD-10 codes from the new EMR. To align the
evaluation with the other two methods, 200 evalua-
tion data sets were constructed by randomly selecting
10 chief complaints from each of the top 20 ICD-10
codes. Each evaluation data set had only one correct
ICD-10 code.

6 EVALUATION RESULTS

6.1 Semantic Representation Learning
+ Machine Learning

The evaluation results of disease name estimation
using semantic representation learning and machine
learning (logistic regression and linear SVM) based
on the chief complaint benchmarks are shown in the
first six rows of Table 5. The regularization parame-
ter C was determined using a grid search. The high-
est overall accuracy was 62.0% when the chief com-
plaint had more than 10 characters and the ICD-10
codes were categorized at the middle level. The high-
est macro-average F1 score was 51.7 points when the
chief complaints had more than 10 characters and the
ICD-10 codes were categorized at the subcategory
level, using logistic regression. Linear SVM showed
the best results (the accuracy: 56.1 %, the F1-score:
49.1) with chief complaints of more than 10 charac-
ters and ICD-10 codes categorized at the middle level.
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Table 5: Evaluation results of disease name estimation from chief complaints and progress summaries.

Model Name Type of Evaluation Data C value Accuracy F1-score
Semantic Representation Learning +
Logistic Regression

Chief Complaints (Any chars,
Subcategories)

60.0 36.0% 29.5

Semantic Representation Learning +
Logistic Regression

Chief Complaints (10+ chars,
Subcategories)

49.0 49.4% 51.7

Semantic Representation Learning +
Logistic Regression

Chief Complaints (10+ chars,
Middle Categories)

34.0 62.0% 49.2

Semantic Representation Learning +
Linear SVM

Chief Complaints (Any chars,
Subcategories)

250 26.2% 22.7

Semantic Representation Learning +
Linear SVM

Chief Complaints (10+ chars,
Subcategories)

130 44.5% 48.6

Semantic Representation Learning +
Linear SVM

Chief Complaints (10+ chars,
Middle Categories)

41.0 56.1% 49.1

Semantic Representation Learning +
Linear SVM

Progress Summaries (500 chars,
Subcategories)

N/A 69.5% 72.1

TU-BERT Progress Summaries (500 chars,
Subcategories)

N/A 77.5% 80.0

UTH-BERT Progress Summaries (500 chars,
Subcategories)

N/A 83.8% 85.3

MedBERTjp Progress Summaries (500 chars,
Subcategories)

N/A 77.1% 80.4

TU-BERT Chief Complaints (10+ chars,
Middle Categories)

N/A 52.2% 44.1

UTH-BERT Chief Complaints (10+ chars,
Middle Categories)

N/A 61.1% 53.7

MedBERTjp Chief Complaints (10+ chars,
Middle Categories)

N/A 53.4% 45.7

Figures 4 and 5 show the evaluation results of
ICD-10 codes categorized at the middle and subcat-
egory levels for chief complaints with more than 10
characters when using logistic regression. For the
middle categories, three ICD-10 codes (I20, L40,
M47) had an F1 score of 0, while no subcategory dis-
ease names had an F1 score of 0. This suggests a
higher overfitting risk for subcategories. Therefore,
the condition of chief complaints with more than 10
characters at the middle category level will be used
for BERT and GPT-4 evaluations.

6.2 BERT

The four rows starting from the middle of Table 5
shows the evaluation results of classifying progress
summaries (up to 500 characters) extracted from the
top 20 ICD-10 codes (subcategories) in the new EMR
as evaluation data. The macro-average F1-score for
semantic representation learning was 72.1, while the
fine-tuned large language model using UTH-BERT
achieved a macro-average F1-score of 85.3, sur-
passing semantic representation learning by over 10
points.

For the evaluation based on chief complaints, as
shown in the last three rows of Table 5, UTH-BERT
had the highest accuracy and macro-average F1 score
among the BERT models. However, the accuracy of
semantic representation learning combined with lo-
gistic regression slightly exceeded that of the BERT

Figure 4: Disease name estimation using semantic represen-
tation learning and logistic regression for ICD-10 codes cat-
egorized at the middle level with chief complaints of more
than 10 characters.

models.

6.3 GPT-4

Table 6 shows the evaluation results of GPT-4 in es-
timating disease names from chief complaints (200
sets of evaluation data). The Top-5 accuracy was
measured, considering a result correct if the cor-
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Figure 5: Disease name estimation using semantic repre-
sentation learning and logistic regression for ICD-10 codes
categorized at the subcategory level with chief complaints
of more than 10 characters.

Table 6: Evaluation results of disease name estimation from
chief complaints (200 sets of evaluation data).

Top-5 Acc. Top-1 Acc.
Zero-shot Learning 52.5% 22.0%
Few-shot Learning 61.0% 20.0%
RAG1: All cases except the
benchmark cases in the new
EMR (15 reference documents)

65.5% 19.5%

RAG2: Only the benchmark
cases in the old EMR (5
reference documents)

82.5% 24.0%

RAG3: All cases, including the
benchmark cases in the new
EMR (15 reference documents)

84.5% 25.0%

RAG3: GPT-4o 90.0% 26.5%

rect ICD-10 code was among the top five candi-
dates. Zero-shot learning achieved a Top-5 accu-
racy of 52.5%, while few-shot learning improved it
to 61.0%. RAG1 achieved 65.5% with 15 reference
documents, RAG2 reached 82.5% with 5 reference
documents, and RAG3 achieved the highest Top-5 ac-
curacy of 84.5% with 15 reference documents.

Additionally, the latest GPT-4o was evaluated un-
der the same conditions as RAG3, achieving the high-
est Top-5 accuracy of 90.0%. Excluding one chief
complaint where a response was not generated due
to content filtering, GPT-4o’s Top-5 accuracy reached
90.5%.

Figure 6 illustrates the relationship between the
number of reference documents and the Top-5 accu-
racy for RAG1. The accuracy improves as the num-
ber of reference documents increases, with the best
performance achieved at 15 reference documents.

Figure 6: Top-5 Accuracy vs Number of Reference Docu-
ments.

7 DISCUSSION

This study confirmed that the accuracy of disease
name estimation significantly decreases when chang-
ing the target from progress summaries to chief
complaints. However, using semantic representa-
tion learning, logistic regression achieved an accu-
racy of 62.0% for chief complaints of more than
10 characters classified at the middle category level.
This slightly exceeded the accuracy of UTH-BERT,
which was fine-tuned with over 10,000 progress sum-
maries, while semantic representation learning used
only 1,605 chief complaints. However, for 3 out of the
20 ICD-10 codes, the estimation accuracy was 0%.
This is because chief complaints often consist of gen-
eral symptoms like “fever” or “dizziness,” which do
not include disease names registered in the medical-
term semantic vector dictionary. If the chief com-
plaint does not include a disease name, the feature
vector does not change, leading to estimation failure.

In cases where the data is rich in context, such
as progress summaries of up to 500 characters, SVM
tends to perform better due to its ability to capture
complex relationships within the data. However, for
datasets like chief complaints, which are often lack-
ing in context, logistic regression may be more suit-
able. This is because logistic regression is a simpler
model that is less prone to overfitting, making it bet-
ter suited to handle sparse and less informative data.
The results suggest that logistic regression was bet-
ter suited for the chief complaint dataset due to its
simplicity and robustness. Similarly, this may also
explain why semantic representation learning slightly
outperformed BERT, as the former was better able to
handle the limited context and information present in
the chief complaints.

GPT-4 showed significant improvement in Top-5
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accuracy with few-shot learning, providing 20 sets of
example sentences, and RAG, using only the chief
complaints and ICD-10 codes from the old EMR as
external data. The contextual limitation likely con-
tributed to this improvement. For RAG without cor-
rect cases, fewer reference documents resulted in
lower accuracy than few-shot learning, highlighting
the importance of data quality over quantity.

The evaluation set was limited to the top 20 dis-
ease names, and GPT-4 generated 5 candidate disease
names. Expanding the evaluation set to a wider range
of disease names and conducting evaluations using
external data is necessary. Additionally, subjective
evaluation of the validity and diagnostic reasons by
veteran physicians is important.

8 CONCLUSIONS

This study compared disease name estimation meth-
ods using semantic representation learning + machine
learning, BERT, and GPT-4, and evaluated their ac-
curacy. Despite being trained on only 1,605 chief
complaints, semantic representation learning + ma-
chine learning showed slightly higher accuracy than
BERT, which was fine-tuned on over 10,000 progress
summaries, under certain conditions. However, it was
found to have limitations in disease name estimation
based on chief complaints.

For GPT-4, evaluation data were created based on
the top 20 disease names with the highest occurrence
frequency in the new EMR, targeting cases with chief
complaints of more than 10 characters. Evaluations
using zero-shot learning, few-shot learning, and RAG
demonstrated that RAG achieved the highest perfor-
mance. When all chief complaints, including the eval-
uation data, were used, the highest Top-5 accuracy
of 84.5% was achieved, while excluding the evalua-
tion data decreased the accuracy to 65.5%. The op-
timal number of reference chunks for RAG was 15.
Even when excluding the evaluation data, limiting the
database to the 20 diagnostic disease names improved
the Top-5 accuracy to 82.5%. Furthermore, the latest
GPT-4o model was evaluated under the same condi-
tions as RAG, and it further improved the Top-5 ac-
curacy to 90.0%.

In the future, we aim to expand the benchmark to
cover additional middle categories of ICD-10, con-
duct more extensive evaluations, and perform subjec-
tive evaluations by experienced physicians. This aims
to implement disease name estimation from chief
complaints as a practical diagnostic support tool in
medical settings.
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Abstract: DNA-binding proteins play crucial roles in biological processes such as replication, transcription, pack-
aging, and chromatin remodeling. Their study has gained importance across scientific fields, with com-
putational biology complementing traditional methods. While machine learning has advanced bioinfor-
matics, generalizable pipelines for identifying DNA-binding proteins and their specific interactions remain
scarce. We present RUDEUS, a Python library with hierarchical classification models to identify DNA-
binding proteins and distinguish between single- and double-stranded DNA interactions. RUDEUS inte-
grates protein language models, supervised learning, and Bayesian optimization, achieving 95% precision
in DNA-binding identification and 89% accuracy in distinguishing interaction types. The library also includes
tools for annotating unknown sequences and validating DNA-protein interactions through molecular dock-
ing. RUDEUS delivers competitive performance and is easily integrated into protein engineering workflows.
It is available under the MIT License, with the source code and models available on the GitHub repository
https://github.com/ProteinEngineering-PESB2/RUDEUS.

1 INTRODUCTION

DNA-protein interactions are fundamental to numer-
ous cellular processes critical for biological func-
tions. Approximately 6-7% of eukaryotic proteins in-
teract with DNA, utilizing specific DNA-binding do-
mains and varying affinities for single- and double-
stranded DNA (Attali et al., 2021; Gupta et al., 2021).
These interactions are driven by direct base–amino
acid recognition and indirect forces from DNA con-
formational changes (Arora et al., 2023).

DNA-binding proteins (DBPs) play key roles in
processes like DNA replication, transcription, pack-
aging, and chromatin remodeling (Kabir et al., 2024).
They aid in strand separation, maintain DNA in-
tegrity, regulate gene expression, and influence chro-
matin structure. Understanding DBPs is essential
for insights into gene regulation and links between

a https://orcid.org/0000-0002-8369-5746
b https://orcid.org/0009-0004-2344-9860
c https://orcid.org/0000-0002-0458-378X
d https://orcid.org/0009-0001-1438-1938

mutations and genetic diseases (Zhang et al., 2022;
Kabir et al., 2024). Recent studies on proteins such
as TDP-43 and helicase chromodomain proteins have
advanced knowledge in fields like neurodegeneration
and cancer (Lye and Chen, 2022; Alendar and Berns,
2021; Wang et al., 2022a).

Computational biology, bolstered by AI and ma-
chine learning, has enhanced the discovery of DBPs
by predicting interaction sites and transcription factor
binding hotspots (Wang et al., 2022b). While many
machine learning models have been applied, includ-
ing deep learning, comparing them is difficult due to
variations in datasets and validation methods (Shadab
et al., 2020; Zhang et al., 2020; Ali et al., 2022; Ban-
jar et al., 2022; Barukab et al., 2022). Recent ap-
proaches have employed large protein language mod-
els for more robust numerical representations (Med-
ina et al., 2023; Medina-Ortiz et al., 2024; Fernández
et al., 2023).

This paper introduces RUDEUS, a Python library
designed for DNA-binding classification and distin-
guishing between single- and double-stranded inter-
actions. RUDEUS combines protein language mod-
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els, supervised learning algorithms, and Bayesian
hyperparameter tuning to build predictive models.
Achieving precision rates of 95% for DNA-binding
identification and 89% for interaction type evaluation,
RUDEUS demonstrates strong performance. It anno-
tated over 20,000 protein sequences and was validated
using structural bioinformatics. The library’s flexibil-
ity and ease of use make it a valuable tool for explor-
ing latent space and mutation landscapes in DBPs.

2 METHODS

2.1 Collecting and Processing Protein
Sequences

All protein sequences were sourced from the litera-
ture, including datasets from Hu et al. (2019); Shadab
et al. (2020); Sharma et al. (2021); Wang et al. (2017).
After collection, a preprocessing step was applied to
merge, clean, and remove redundancy and inconsis-
tencies. Filters were then applied to exclude non-
canonical sequences and select sequences within a
length range of 50 to 1024 amino acids. Addition-
ally, homology redundancy was eliminated using the
CDHit library Fu et al. (2012).

2.2 Numerical Representation
Strategies

This work explore different pre-trained models based
on protein language models, including ProTrans (El-
naggar et al., 2020) and ESM (Rives et al., 2021;
Meier et al., 2021). All pre-trained models were ap-
plied through the bio-embedding tool, combined with
a reduction process to obtain vectors in a 1−D dimen-
sion (Dallago et al., 2021). Moreover, physicochem-
ical based approaches and Fourier transforms also
were explored (Medina-Ortiz et al., 2022, 2020a).

2.3 Training Predictive Models and
Tuning Optimization

A classic machine learning pipeline was employed to
train predictive models Medina-Ortiz et al. (2020b).
The datasets were first split into training (70%), val-
idation (20%), and testing (10%) sets. The mod-
els were then trained using the strategies proposed
in Medina-Ortiz et al. (2024), which included an
exploration phase, statistical methods to select the
best combinations of numerical representation strate-
gies and machine learning algorithms, and Bayesian
approaches for hyperparameter tuning Akiba et al.

(2019). Once the models were trained, the testing
datasets were used for benchmarking, and the models
were deployed to predict unknown protein sequences
(See Figure 3 of Appendix for a schematic represen-
tation of the employed pipeline to train the predictive
models).

2.4 Structural Bioinformatics
Approaches

RUDEUS incorporates a structural bioinformatics
pipeline to validate model predictions using DNA-
protein molecular docking via LightDock v9.4 Roel-
Touris et al. (2020). The pipeline prepares protein
structures by applying protonation, hydrogen dele-
tion, structure rebuilding with the Reduce library, and
modifying atoms to comply with the AMBER94 force
field. After preparation, molecular docking is per-
formed with 400 swarms, 200 glowworms, and 100
steps. The resulting conformers are clustered using
the RMSD metric with the BSAS function, and the
best pose is selected based on the highest docking
score.

2.5 Availability and Implementation
Strategies

All source code was implemented under the Python
Language programming v3.9.16, including the mod-
ules, libraries, and demonstration scripts in RUDEUS.
The main libraries employed to develop the predic-
tive models were scikit-learn (Pedregosa et al., 2011)
and Optuna (Akiba et al., 2019). Furthermore, to
process and compile all datasets, the Pandas library
was employed (McKinney et al., 2011). Finally, a
conda environment was constructed to facilitate the
deployment of the built library, combined with dif-
ferent Jupyter Notebooks, to ensure the replicabil-
ity of the presented work. All source code, envi-
ronment configuration, datasets, and created models
are available for non-commercial uses in the GitHub
repository under the MIT licence https://github.com/
ProteinEngineering-PESB2/RUDEUS.

3 RESULTS AND DISCUSSIONS

3.1 RUDEUS Achieves High
Performances in Its Classification
Models

Two classification tasks were explored in RUDEUS:
DNA-binding protein classification and the identifi-

RUDEUS: A Machine Learning Classification System to Study DNA-Binding Proteins

303



cation of single- versus double-stranded DNA inter-
actions. For each task, over 10,000 combinations
of numerical representation strategies and supervised
learning algorithms were evaluated. The models’ per-
formance was measured using accuracy, precision, re-
call, and F-score.

Figure 4 of Appendix displays the recall met-
ric distributions for the training process. On aver-
age, the models achieved 83% precision for DNA-
binding classification and 82% precision for DNA
strand type prediction. The highest-performing DNA-
binding models were based on pre-trained ProtTrans
Uniref, BDF, and XLU50 models, independent of the
learning algorithm. For DNA strand type classifica-
tion, the best results came from ProtTrans XLU50,
Uniref, t5bdf, ESM1B, and ESM1V models. Ensem-
ble methods like Random Forest, Gradient Boosting,
ExtraTrees, and KNN consistently delivered the top
results for both tasks.

A statistical selection process identified the best
combinations of representation strategies and algo-
rithms. Sixteen Bernoulli events were evaluated us-
ing two filters: i) top-performing models above the
90th quantile and ii) models with standard deviations
below the 10th quantile. A binomial distribution was
then applied to detect outliers, with a success thresh-
old of > 12 events, representing a success probabil-
ity below 0.01. This stringent selection yielded five
optimal combinations for DNA-binding classification
and four for DNA strand type prediction, as summa-
rized in Table 1. While the selected models exhibited
strong performance, overfitting was observed, with
differences between training and validation metrics.

Table 1: Selected combinations of supervised learning algo-
rithms and numerical representation approaches for all tasks
explored in this work.

Task Algorithm Encoder Recall

DNA-binding
classification

ExtraTrees prot. Uniref 0.93
ExtraTrees prot. bdf 0.93
Gradient B prot. Uniref 0.91
KNeighbors prot. Uniref 0.93
RandomForest prot. Uniref 0.93

Single-stranded
or double-stranded

ExtraTrees prot. Uniref 0.90
ExtraTrees prot. XLU50 0.90
Gaussian Pro. prot. XLU50 0.89
SVC prot. XLU50 0.90

All selected combinations of supervised learn-
ing algorithms and numerical representation strate-
gies were optimized using the Optuna library (Akiba
et al., 2019). Two models were then selected based
on the criteria outlined in the pipeline. For DNA-
binding prediction, the ExtraTrees algorithm com-
bined with the ProtTrans Uniref model was chosen,
while for single-stranded or double-stranded DNA in-

teraction, the same algorithm was used, but the Prot-
Trans XLU50 model was selected. The DNA-binding
model achieved 95% precision with a Matthews cor-
relation coefficient (MCC) of 0.89, and the single-
stranded/double-stranded model achieved 89% preci-
sion with an MCC of 0.81.

Figure 1 summarizes both models’ performance.
The confusion matrices (Figure 1 A and 1 C) indi-
cate strong performance in identifying positive and
negative classes, with the DNA-binding model out-
performing the single/double-stranded model in dis-
tinguishing interactions. Precision-recall curves (Fig-
ure 1 B and 1 D) showed average precision values of
0.98 and 0.96, respectively, aligning with the confu-
sion matrices and demonstrating the greater difficulty
in classifying interaction types. ROC curves, calcu-
lated using k = 5 cross-validation, revealed area under
the curve (AUC) scores of 0.98 for DNA-binding and
0.97 for the interaction model, confirming the mod-
els’ robust predictive capabilities.

Table 2 compares the RUDEUS models with state-
of-the-art methods. For DNA-binding, RUDEUS
achieved the highest specificity (95.5%) and MCC
(0.89), while the method in (Zhang et al., 2021) had
the highest sensitivity, differing only by 0.1% from
RUDEUS. For the single-stranded/double-stranded
task, RUDEUS achieved the highest MCC (0.81), al-
though other methods reported higher sensitivity (Ali
et al., 2020) and specificity (Tan et al., 2019). How-
ever, these methods showed signs of overfitting, as
indicated by large gaps between sensitivity and speci-
ficity and lower MCC values compared to RUDEUS.

Table 2: State-of-the-art comparison for DNA-binding clas-
sification models and single-stranded or double-stranded in-
teraction models.

Task Classifier SN(%) SP(%) MCC Reference

DNA-binding

RF 79.3 89.0 0.69 (Kumar et al., 2009)
RF 83.7 90.0 0.72 (Ma et al., 2016)
SVM 87.0 85.5 0.72 (Zaman et al., 2017)
SVM 89.1 88.8 0.78 (Ali et al., 2018)
SVM 94.1 97.6 0.92 (Rahman et al., 2018)
SVM 91.1 88.8 0.79 (Mishra et al., 2019)
SVM 91.8 93.0 0.84 (Ali et al., 2019)
SVM 93.4 93.4 0.86 (Zhang et al., 2021)
ExtraTrees 93.3 95.5 0.89 This work

Single-stranded
or double-stranded

RF 90.8 78.8 0.64 (Wang et al., 2017)
SVM 94.2 80.33 0.72 (Ali et al., 2020)
GTB 78.4 97.5 0.79 (Tan et al., 2019)
HMM 85.3 92.8 0.78 (Sharma et al., 2021)
ExtraTrees 87.8 91.6 0.81 This work

3.2 RUDEUS Facilitate the Exploration
of Single-Stranded or
Double-Stranded Interaction
Evaluation

More than 20,000 DNA-binding protein sequences
were classified as either single- or double-stranded
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A B C

D E F

Figure 1: Description through different performances visualization the selected and optimized models for both tasks
explored in this work. A-D Confusion matrix estimated during the validation process for DNA-binding task single-stranded
or double-stranded task, respectively. B-E Precision-recall curve estimated during the validation process for DNA-binding
task single-stranded or double-stranded task, respectively. The average precision (AP) was calculated in both cases, achieving
0.98 and 0.96, respectively. C-F Receiver operating characteristic (ROC) curve estimated during the training process for
DNA-binding task single-stranded or double-stranded task, respectively. In both cases, the area under the curve (AUC) was
estimated to achieve 0.98 and 0.97, respectively.

using the exploration module in RUDEUS. First, the
sequences were numerically represented using pre-
trained models selected for strand interaction classifi-
cation. The predictions showed that over 18,000 pro-
teins were classified as double-stranded, while around
2,000 were identified as single-stranded, reflecting
proportions similar to the dataset used for model
training.

Three DNA-binding proteins with identified
strand interactions were further evaluated using the
bioinformatics structural pipeline. Figure 2 provides
molecular docking visualizations and detailed interac-
tion site analyses for these proteins, all of which were
previously reported in the literature.

Figure 2 A illustrates the molecular docking
of protein 1BNZ, a hyperthermophile chromoso-
mal protein that binds double-stranded DNA (Gao
et al., 1998; Guagliardi et al., 2002). Key hy-
drophobic residues—TRP24, VAL26, MET29, and

ALA45—play a significant role in DNA binding (Fig-
ure 2 B). Interactions occur via hydrogen bonds, salt
bridges, and van der Waals contacts, consistent with
previous reports (Gao et al., 1998).

Similarly, Figure 2 C shows the docking of pro-
tein 1HRY, which is involved in sexual differentia-
tion by regulating the gene responsible for Müllerian
duct regression in male embryos (Werner et al., 1995).
Six residues (ASN10, PHE12, ILE13, SER33, ILE35,
SER36, TYR74) interact with DNA bases, forming
hydrogen bonds and electrostatic interactions (Figure
2 D), as described in (Werner et al., 1995).

In contrast, Figure 2 E presents the docking of
protein 3ULP, known as Pf-SSB, a single-stranded
DNA-binding protein crucial for DNA metabolism
in the malaria-causing parasite (Antony et al., 2012).
The homotetramer structure of 3ULP features iden-
tical DNA-contacting residues (S110, N114, T129)
across all four subunits (Figure 2 F), which form part
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Figure 2: Structural bioinformatics validation through DNA-protein molecular docking for three DNA-binding pro-
teins and their interaction type identified with the models available in RUDEUS. A-B DNA-protein molecular docking
and the most relevant identified residues for the DNA interaction for the protein 1BNZ. C-D DNA-protein molecular docking
and the most relevant identified residues for the interaction for the protein 1HRY. E-F DNA-protein molecular docking and
the most relevant identified residues for the interaction for the protein 3ULP.

of the replication and maintenance machinery in the
apicoplast (Antony et al., 2012).

4 CONCLUSIONS

This work introduces RUDEUS, a Python library
specifically designed for the investigation and clas-
sification of DNA-binding proteins, as well as the
identification of DNA strand interaction types. The
methodology incorporates a flexible pipeline that
leverages protein language models, supervised learn-
ing algorithms, and Bayesian optimization to train
high-performance classification models. These mod-
els surpass state-of-the-art benchmarks in sensitiv-
ity, specificity, and MCC scores, demonstrating
RUDEUS’s superiority in this domain, while main-
taining the simplicity and replicability of existing
methods.

An extensive exploration process highlighted the
utility of RUDEUS, enabling the annotation of
over 20,000 protein sequences as single- or double-
stranded, validated through structural bioinformatic
approaches and DNA-protein molecular docking.
RUDEUS’s intuitive interface and powerful features
make it highly applicable for integration into broader
protein design pipelines, including landscape recon-
struction, directed evolution, and latent space explo-

ration using deep generative models.

COMPETING INTERESTS

The authors declare that the research was conducted
without any commercial or financial relationships that
could be construed as a potential conflict of interest.

AUTHOR CONTRIBUTIONS
STATEMENT

IM-B and DM-O: conceptualization. DM-O, GC-M,
and NS-G: methodology. DM-O and RU-P: valida-
tion. IM-B, GC-M, and NS-G: investigation. DM-O,
IM-B, RU-P, and GC-M: writing, review, and editing.
DM-O and RU-P: supervision and funding resources.
DM-O: project administration.

ACKNOWLEDGEMENTS

This research has been financed mainly by the Centre
for Biotechnology and Bioengineering - CeBiB (PIA
project FB0001, Conicyt, Chile). DM-O acknowl-
edges ANID for the project “SUBVENCIÓN A IN-
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Figure 3: The designed e implemented pipeline to train predictive models for DNA-Binding identification incorporated
in RUDEUS. The proposed pipeline first collects and processes the protein sequences by incorporating length filters and
removing non-canonical residues. Then, numerical representation strategies are applied to obtain encoded vectors through
pre-trained models based on protein language models, including Prottrans family models, ESM family models, Bepler, Glove,
and all the different pre-trained models available in the bio-embedding library. Then, different supervised learning algo-
rithms are explored using default hyperparameters employing all generated datasets in the previous step. Then, statistical
approaches are applied to filter and select the best combinations of supervised learning algorithms and numerical representa-
tion approaches. A Bayesian approach guides the selected combinations tuning hyperparameters process through the Optuna
library, and ensemble learning is explored to evaluate different combinations of the individual optimized models. Finally, the
best strategy is selected based on the best performances, including training, validation, and overfitting ratio.
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Figure 4: Recall distribution performances for all explored tasks in this work evaluated by numerical representa-
tion strategies and supervised learning algorithms. A Recall distribution for DNA-binding classification task grouped by
pre-trained model employed as numerical representation strategy. B Recall distribution for DNA-binding classification task
grouped by supervised learning algorithm. C Recall distribution for single-stranded or double-stranded DNA type interaction
task grouped by pre-trained model employed as numerical representation strategy. D Recall distribution for single-stranded
or double-stranded DNA type interaction task grouped by supervised learning algorithm.
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Abstract: Optical Music Recognition (OMR) automates the transcription of musical notation from images into machine-
readable formats like MusicXML, MEI, or MIDI, significantly reducing the costs and time of manual tran-
scription. This study explores knowledge discovery in OMR by applying instance segmentation using Mask
R-CNN to enhance the detection and delineation of musical symbols in sheet music. Unlike Optical Char-
acter Recognition (OCR), OMR must handle the intricate semantics of Common Western Music Notation
(CWMN), where symbol meanings depend on shape, position, and context. Our approach leverages instance
segmentation to manage the density and overlap of musical symbols, facilitating more precise information
retrieval from music scores. Evaluations on the DoReMi and MUSCIMA++ datasets demonstrate substantial
improvements, with our method achieving a mean Average Precision (mAP) of up to 59.70% in dense sym-
bol environments, achieving comparable results to object detection. Furthermore, using traditional computer
vision techniques, we add a parallel step for staff detection to infer the pitch for the recognised symbols. This
study emphasises the role of pixel-wise segmentation in advancing accurate music symbol recognition, con-
tributing to knowledge discovery in OMR. Our findings indicate that instance segmentation provides more
precise representations of musical symbols, particularly in densely populated scores, advancing OMR tech-
nology. We make our implementation, pre-processing scripts, trained models, and evaluation results publicly
available to support further research and development.

1 INTRODUCTION

Optical Music Recognition (OMR) is a research sub-
field within Music Information Retrieval that auto-
mates the transcription of music notation from im-
ages into machine-readable formats such as Mu-
sicXML (Good, 2001), MEI (Roland, 2002), or
MIDI1. This automation addresses the significant
time and cost involved in manually transcribing music
scores, a process essential for digital music analysis,
editing, and playback. Beyond automation, OMR has
profound implications for knowledge discovery and
information retrieval within large music databases.
By converting analogue musical scores into search-
able digital formats, OMR enables researchers, edu-
cators, and musicians to efficiently explore vast col-
lections of musical works, facilitating musicological
research, comparative studies, and the discovery of
patterns and trends across different musical eras and

a https://orcid.org/0000-0002-1651-5848
b https://orcid.org/0000-0003-2580-0007
1https://www.midi.org

styles. These capabilities underscore OMR’s critical
role in advancing music information retrieval and dig-
ital humanities.

While OMR is often compared to Optical Char-
acter Recognition (OCR), which transcribes printed
text into digital form, OMR faces unique complexi-
ties due to the multifaceted nature of Common West-
ern Music Notation (CWMN). In music scores, the
meaning of symbols depends not only on their shapes
but also on their precise positions on the staff and their
contextual relationships with other symbols. For ex-
ample, a note’s value and pitch are determined by its
position on the staff and its interaction with key sig-
natures, time signatures, and other musical elements.
Consequently, accurate staff detection is crucial, so
our approach incorporates a parallel step using tradi-
tional computer vision techniques to address this chal-
lenge, as detailed in Subsection 4.3. These intricacies
present challenges that standard OCR methods, pri-
marily designed for straightforward text recognition,
cannot handle. Therefore, specialised techniques are
required to interpret and digitise musical notation ac-
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curately.
Recent advances in deep learning, particularly in

the use of Convolutional Neural Networks (CNN)
(Pacha et al., 2018; Pacha and Calvo-Zaragoza,
2018), Recurrent Neural Networks (RNN) (Baró
et al., 2018), and more recently, transformer-based
models (Li et al., 2023; Rı́os-Vila et al., 2024a; Rı́os-
Vila et al., 2024b), have significantly enhanced the ca-
pabilities of OMR systems. CNNs excel at recognis-
ing patterns and features within images, making them
well-suited for identifying and distinguishing musical
symbols. RNNs, in contrast, are adept at handling
sequential data, enabling them to interpret the tempo-
ral and contextual relationships between musical el-
ements. Together, these technologies have improved
the accuracy of symbol detection and interpretation
in OMR. Despite these advances, significant limita-
tions remain, particularly when dealing with densely
packed and overlapping symbols, which can result in
errors in detection and interpretation (Pacha and Ei-
denberger, 2017).

Our study compares object detection with instance
segmentation using Mask R-CNN (He et al., 2017),
integrating a parallel staff detection stage for pitch in-
ference. This step addresses the challenge of recog-
nising thin, elongated staff lines, which detection
methods often struggle with. Instance segmentation
enables pixel-level classification to precisely delin-
eate musical symbols, particularly in dense and over-
lapping notation, enhancing OMR accuracy and sup-
porting reliable information extraction from music
scores.

We also emphasise the importance of signifi-
cantly improving performance by domain-specific
pre-training, such as using MUSCIMA++ weights.
Our focus on full-page music symbol recognition ad-
dresses the complexities of entire music sheets, distin-
guishing our approach from methods that only handle
isolated symbols.

By improving musical symbol recognition, our
method facilitates knowledge discovery and infor-
mation retrieval in large music databases through
enhanced metadata extraction, enabling advanced
queries and comparative musicology. We evaluate
our approach using the DoReMi and MUSCIMA++
datasets and provide our implementation details here
here 2.

Our study shows that using models like Mask R-
CNN for instance segmentation, along with efficient
staff detection algorithms, advances OMR for full-
page images. These models are less data-hungry than
transformer-based approaches, making them more
practical for OMR, where annotated datasets are lim-

2https://github.com/elonashatri/pitch mask rcnn

ited. This combination provides a more accurate
and efficient solution for digitising musical scores,
supporting enhanced music analysis, retrieval, and
knowledge discovery.

2 RELATED WORK

OMR has traditionally been approached through four
stages: image pre-processing, musical object detec-
tion, reconstruction, and encoding (Rebelo et al.,
2012; Shatri and Fazekas, 2020). The primary objec-
tive of musical symbol detection is to find the bound-
ing boxes and corresponding classes of musical ob-
jects. Undetected musical primitives in this stage can
introduce errors into subsequent stages, making de-
tection a critical component of OMR. This is partic-
ularly important due to the complexities introduced
by artefacts, image quality, and object density. The
classified primitive elements are then integrated using
graphical or syntactic rules, or more recently, deep
learning, to reconstruct the musical notation in the
third stage. The final encoding stage converts the re-
constructed notation into a machine-readable format
mentioned in Section 1.

Traditional object detection in OMR has seen the
application of models like Region-based CNNs (R-
CNNs) (Jiao et al., 2019), which integrate region pro-
posals with CNNs. Despite their effectiveness in cer-
tain domains, these models face limitations in OMR
due to their separate training stages and the challenges
of handling densely packed musical symbols. Fast R-
CNN and Faster R-CNN (Girshick, 2015; Ren et al.,
2015) addressed some of these issues by introducing
a Region Proposal Network (RPN) that generates re-
gion proposals more efficiently, sharing convolution
features with the detection network. However, while
effectively reducing computational costs and improv-
ing detection accuracy, these models still struggle
with full-page musical scores and densely populated
notation (Pacha and Calvo-Zaragoza, 2018).

Beyond object detection, semantic segmentation
has been explored to provide pixel-level classifica-
tion of similar entities within images (Long et al.,
2015; Zhao et al., 2019). Techniques like the Deep
Watershed Detector (Tuggener et al., 2018) and U-
Net architectures (Jr et al., 2018) have been employed
to improve the detection of smaller musical objects
and overlapping symbols. However, these methods
also have limitations. The Deep Watershed Detector
struggles with larger musical objects and rare classes
due to its size variation learning limitations. At the
same time, U-Net models are sensitive to training data
distribution and may lose translation equivalence due
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to their down-sampling and up-sampling processes
(Johnson and Khoshgoftaar, 2019; Ronneberger et al.,
2015). Instance segmentation models, such as Mask
R-CNN (He et al., 2017), offers a more refined ap-
proach by providing pixel-level classification for each
object, allowing for the precise identification and sep-
aration of overlapping symbols. This method extends
Faster R-CNN by adding a branch that predicts seg-
mentation masks on each Region of Interest (RoI), us-
ing RoI Align to avoid the quantisation issues seen in
earlier models. By generating pixel-wise masks, in-
stance segmentation improves the detection and anal-
ysis of musical symbols and facilitates the exclusion
of noise and more accurate pitch identification rela-
tive to staff lines. Mask R-CNN has been applied to
handwritten 4-part harmonies (De Vega et al., 2022)
showing promising results in these types of scores.

Despite the advancements brought by instance
segmentation, challenges remain, particularly with
class imbalance in musical notation datasets and the
variability in handwritten music. Certain symbols,
such as noteheads and stems, are more prevalent,
skewing the training process. Additionally, detecting
thin, closely spaced objects like staff lines and bar-
lines poses significant difficulties.

Our study addresses these challenges by imple-
menting and comparing object detection and instance
segmentation techniques for OMR using the DoReMi
and MUSCIMA++ datasets. We demonstrate the ef-
fectiveness of Mask R-CNN in handling dense and
overlapping symbols and provide a comprehensive
comparative evaluation highlighting the advantages of
instance segmentation over traditional methods. By
integrating a parallel staff detection stage, our ap-
proach enhances the accuracy and detail of OMR sys-
tems and offers a more comprehensive solution for
digitising musical notation. Implementation details
and evaluation results will be publicly available.

3 DATASETS

This study utilises two prominent datasets in the do-
main of OMR: MUSCIMA++ (Hajič and Pecina,
2017) and DoReMi (Shatri and Fazekas, 2021). Both
datasets play crucial roles in training and evaluating
our models, offering diverse challenges and benefits.

MUSCIMA++. The MUSCIMA++ dataset con-
sists of handwritten musical scores and is specifi-
cally designed to address the challenges of handwrit-
ten OMR. It provides a substantial number of an-
notated images with detailed metadata files that in-
clude bounding boxes and pixel masks for each mu-

sical symbol. This dataset is particularly valuable for
its representation of handwritten music, which intro-
duces variability and complexity not found in typeset
scores.

DoReMi. The DoReMi dataset comprises approx-
imately 6,400 high-resolution images (300 DPI,
2475x3504 pixels) of typeset sheet music, annotated
with one of 94 category labels. This dataset is no-
tably larger than MUSCIMA++, making it a robust
resource for training deep learning models. The high
resolution and detailed annotations allow for precise
training and evaluation of models aimed at both object
detection and instance segmentation. Both datasets
exhibit class imbalance, with a significant portion
of the annotated objects being stems and noteheads.
This imbalance presents a challenge for training mod-
els that need to recognise a diverse set of musical
symbols.

The DoReMi dataset is primarily used for training
our models due to its larger size and the fact that it
consists of typeset images, which are more standard-
ised than handwritten scores. In our object detection
experiments, we train different models using varying
subsets of the DoReMi dataset: 27%, 45%, 90%, and
100% of the data. This stratified approach serves two
key purposes:

• It helps identify the most effective amount of data
required for training without overfitting.

• Explore how class balance affects the detection
rate by avoiding the predominance of infrequent
classes that could skew the training process.

The resulting datasets used for training consist
of 94, 71, 71, and 64 classes, respectively. For in-
stance segmentation, we further refine our subsets to
include 291 and 1685 images from DoReMi, focusing
on limiting computational time during training while
maintaining a sufficient number of classes to evalu-
ate model performance effectively. By iteratively re-
fining the training process and expanding the dataset,
this study aims to identify key factors that may im-
prove the accuracy and reliability of segmenting mu-
sical symbols in sheet music.

4 METHODOLOGY

This section discusses the detailed methodology, cov-
ering object detection, instance segmentation, data
pre-processing, and training configurations. Our
approach leverages full-page images, encompassing
more objects with smaller bounding boxes than staff-
cropped images. This approach enhances the gran-

Knowledge Discovery in Optical Music Recognition: Enhancing Information Retrieval with Instance Segmentation

313



Figure 1: Mask R-CNN architectures applied to OMR.

ularity and accuracy of detection and segmentation
within the full-page images.

We conduct two experiments using the DoReMi
dataset: one on detecting music notation primitives
and another on instance segmentation. Object detec-
tion predicts a bounding box (x1,x2,y1,y2), an associ-
ated category, and a confidence score for each musical
element, such as stems, noteheads, or dynamics (e.g.,
ppp). Both pipelines include a parallel step for staff
detection using a traditional method described in Sec-
tion 4.3.

4.1 Music Symbol Object Detection

For the object detection task, we employ Faster R-
CNN, a well-established model in object detection.
Faster R-CNN integrates a Region Proposal Network
(RPN) with a Fast R-CNN detector, allowing for ef-
ficient and accurate object localisation and classifica-
tion. The loss function for Faster R-CNN is defined
as:

L({pi} ,{ti}) =
1

Ncls
∑

i
Lcls (pi, p∗i )

+λ
1

Nreg
∑

i
p∗i Lreg (ti, t∗i ) ,

(1)

where i is the index of an anchor in a mini-batch
and pi is the predicted probability of anchor i be-
ing an object. We use two losses, classification loss
Lcls and regression loss Lreg. Classification loss is log
loss over two classes (object vs not object). Regres-
sion loss is activated only for positive anchors p∗i Lreg
and not activated otherwise. Both terms are then nor-
malised by Ncls and Nreg and weighted by λ as a bal-
ancing parameter. Every bounding-box has the asso-
ciated set of cells in the feature map computed by
a CNN. Our Faster R-CNN implementation follows
prior work from (Ren et al., 2015; Pacha et al., 2018).

The Faster R-CNN model configurations employ
ResNet50 or Inception ResNet v2 (Szegedy et al.,
2017) backbones with Atrous convolutions, optimised
for the MUSCIMA++ or COCO (Lin et al., 2014)
datasets with image dimensions of 2475×3504 pix-
els. The model maintains aspect ratios, with image
dimensions between 500 and 1000 pixels. The fea-
ture extractor uses a stride of 8 in the first stage, and
anchor generation is handled by a grid anchor genera-
tor with various widths, heights, scales, and aspect ra-
tios. The first-stage Atrous rate is 2, with box predic-
tor parameters using an L2 regulariser and a truncated
normal initialiser. Non-maximum suppression (NMS)
has an IoU threshold of 0.5 with up to 500 proposals.
The initial crop size is 17, and max-pooling has a ker-
nel size and stride of 1. The model is trained with a
batch size of 1 using an RMSProp optimiser (initial
learning rate of 0.003, decaying by 0.95 every 30,000
steps), with momentum at 0.9 and gradient clipping
at 10.0. Data augmentation includes random horizon-
tal flipping, and evaluation metrics follow the COCO
standard, using 120 examples for evaluation.

4.2 Music Symbol Instance
Segmentation

For instance segmentation, we utilise Mask R-CNN
(He et al., 2017), which extends Faster R-CNN by
adding a branch for predicting segmentation masks
on each Region of Interest (RoI), as shown in Figure
1). This method allows for pixel-level classification
of objects, which is crucial for accurately delineating
overlapping musical symbols. We define the task of
instance segmentation as follows:

Definition 4.1. Music Symbol Instance Segmentation
(MSIS) is the task of assigning a music symbol class
to each pixel of a sheet music image in addition to
predicting bounding boxes with their corresponding
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confidence scores.

The loss function in instance segmentation is
given as:

TotalLoss = rpn class loss+ rpn bbox loss
+mrcnn class loss+mrcnn bbox loss
+mrcnn mask loss

(2)
Here, the total loss is a combination of several

components: RPN Class Loss, which measures the
error in classifying the anchors; RPN Bounding Box
Loss, which quantifies the error in bounding box
predictions by the RPN; Mask R-CNN Class Loss,
which evaluates the error in classifying objects within
the proposed regions (RoIs); Mask R-CNN Bound-
ing Box Loss, which measures the error in bounding
box predictions for the RoIs; and Mask R-CNN Mask
Loss, which evaluates the accuracy of the predicted
segmentation masks for each RoI. These components
collectively ensure accurate detection and segmenta-
tion of musical symbols in sheet music images.

We utilise two backbone networks, ResNet50 and
ResNet101 (He et al., 2016), which are pre-trained ei-
ther on the COCO dataset or a subset of the DoReMi
dataset. The training process is structured in multiple
phases to enhance model performance iteratively. Ini-
tially, the model is trained on a dataset of 291 images
with weights pre-trained on COCO, focusing only on
the head layers for 20 epochs. Subsequently, training
is extended to all layers for an additional ten epochs
using the same dataset. To further improve perfor-
mance, the model is trained on an expanded dataset
of 1,348 images for another 40 epochs, fine-tuning the
weights from the previous phase.

For the best model, the ResNet101 backbone net-
work has strides of [4, 8, 16, 32, 64] and a batch size
of 1. Detection parameters included a maximum of
100 instances, a minimum confidence of 0.9, and an
NMS threshold of 0.3. The FPN classification fully
connected layer size is 1024. The gradient clipping
norm is set to 5.0, and we used one image per GPU.
The image dimensions are resized to a square shape
of [1024, 1024, 3], and the mini mask shape is (56,
56). The learning momentum is 0.9, with a learn-
ing rate of 0.0001. The dataset comprised 72 classes.
The RoI positive ratio is 0.33, and RPN anchor ratios
were [0.5, 1, 2] with scales (32, 64, 128, 256, 512)
and stride 1. RPN bounding box standard deviation
was [0.1, 0.1, 0.2, 0.2] with an NMS threshold of 0.7
and 256 RPN train anchors per image. Training is
re-initiated from epoch 39, using pre-trained weights
from the specified path with a learning rate of 0.0001,
and the network was trained on all layers.

The experimental setup and results are detailed in
Table 2. Initially, the model training started on a rela-
tively small dataset comprising 291 images, focusing
exclusively on the network’s head layer, employing
pre-trained weights for initialisation (detailed in Ta-
ble 2, 3rd row). Two subsequent stages of fine-tuning
followed this phase:

• After the initial focus on the head layer, train-
ing was extended to all network layers for an ad-
ditional ten epochs. This stage aimed to refine
the feature extraction capabilities across the entire
network.

• To further examine the effects of dataset size
on segmentation performance, the model under-
went additional training on an expanded dataset
of 1,348 images spanning 50 epochs. This
stage evaluated how larger datasets influence the
model’s ability to generalise and improve segmen-
tation accuracy.

This iterative training approach is structured to as-
sess the effectiveness of pre-trained models and ex-
plore the potential of increasing dataset sizes to en-
hance music symbol segmentation accuracy, a notable
challenge in OMR.

4.3 Staff Detection

The proposed methodology for detecting staff lines
in musical notation involves several key steps. Ini-
tially, the input image is converted to grayscale and
enhanced using Otsu’s thresholding method to create
a binary image. Horizontal lines are then detected
through morphological operations. Contours repre-
senting potential staff lines are identified and analysed
based on their geometric properties. Specifically, con-
tours with a high aspect ratio and appropriate height
are classified as staff lines, while others are marked as
non-staff lines.

The large contours are divided into smaller seg-
ments to manage those that span multiple staff lines.
The identified staff lines are then drawn on the image
for visualisation (see Figure 2 and 3), using different
colours to differentiate between staff lines (in green)
and non-staff lines (in red). The final processed im-
age is displayed alongside the original for clear com-
parison in Figures 2 and 3. This method aims to de-
tect staff lines in musical notation, making it easier to
output a more structured result by stave and enabling
pitch or staffing position information to be captured.
However, it is important to note that this approach
may not work well with images of low quality. Still,
it is robust enough to handle small perspective shifts,
rotations, changes in contrast, and similar variations.
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Table 1: Object detection results using DoReMi dataset, ’*’ denotes COCO weights used for initialisation and ’+’ denotes
MUSCIMA++ weights. Mean Average Precision (mAP) given at 0.50 IoU (%). The Large, Medium and Small columns show
the mAP for large, medium and small objects respectively. The last two rows present experimental results using InceptionRes-
NetV2 in CollabScore63, a variant of DeepScores with a reduced number of classes, utilising a training set of 1,362 images,
alongside their proposed Cascade R-CNN - FocalNet model with 136 classes (Yesilkanat et al., 2023).

Model Classes Data (%) Steps Large Medium Small mAP
InceptionResNetV2* 94 100 120K 32.53 38.24 15.46 47.37
InceptionResNetV2* 71 90 120K 36.79 47.42 25.55 63.45
InceptionResNetV2* 71 45 120K 33.89 54.08 22.38 65.42
InceptionResNetV2* 67 27 120K 40.97 46.45 27.13 63.70
InceptionResNetV2+ 71 90 120K 41.08 49.93 23.18 64.92
ResNet50* 71 90 120K 36.73 45.22 28.98 59.81
ResNet50* 71 45 120K 32.79 46.03 31.76 62.45
ResNet50* 67 27 120K 39.32 46.64 29.62 63.19
ResNet50+ 71 90 120K 35.90 44.57 29.17 63.13
ResNet50* 94 100 80K 93.63 75.82 41.71 80.99
InceptionResNetV2† 63 CS63 - - - - 64.1
CascadeRCNN† 136 DS - - - - 70.0

Table 2: Performance metrics of various configurations of the ResNet model using the Mask R-CNN architecture.

Feature Extractor Weights No. of Images Epochs Layers mAP@.50%
ResNet50 COCO 291 20 Heads 16.239
ResNet101 COCO 291 30 Heads 37.151
ResNet101 DoReMi 291 30 + 10 All 46.087
ResNet101 DoReMi 1384 80 All 59.70

Another limitation is that this method is based on the
relative distance of the objects to the detected staff
lines. The method may provide the wrong stave for
complex scores, where musical objects such as note-
heads are closer to the next stave than their own staff.
This can be addressed using CNN trained to distin-
guish staves (Pacha, 2019).

This method has been applied in parallel with both
instance segmentation and object detection models
since they struggle with detecting thin, long objects
such as staff lines.

5 EVALUATION AND RESULTS

A key contribution of this study is the compara-
tive analysis of object detection and instance seg-
mentation methods for OMR. By evaluating both ap-
proaches, we aim to determine which method is bet-
ter suited to the complexities of musical notation,
particularly in handling dense and overlapping sym-
bols. Object detection offers efficient symbol local-
isation but lacks the pixel-level precision provided
by instance segmentation. Our comparison highlights
the strengths and weaknesses of each method, giving
valuable insights into their applicability in different
OMR scenarios.

In this section, we detail the experiments con-

ducted to evaluate the performance of the instance
segmentation approach using Mask R-CNN, com-
pared to traditional object detection methods. We
used the DoReMi and MUSCIMA++ datasets, which
offer diverse challenges due to their handwritten and
typeset musical scores, respectively.

The performance of our object detection and in-
stance segmentation models was assessed using the
mAP as is standard in the field (Lin et al., 2014). The
mAP scores were computed by setting a threshold for
Intersection over Union (IoU) to evaluate the accuracy
of the predicted bounding boxes against the ground
truth.

The trade-off between precision and recall is par-
ticularly significant in the domain of OMR, where
precise localisation of overlapping musical symbols
is crucial. Precision measures the accuracy of the pre-
dictions, whereas recall assesses the model’s ability to
detect all relevant instances. These metrics form the
basis of our evaluation using the Average Precision
(AP) for each class at an IoU threshold of 0.50.

Musical Symbol Object Detection. We first ap-
plied Faster R-CNN with both InceptionResNetV2
and ResNet50 backbones for object detection tasks.
The evaluation metrics were based on the mean Av-
erage Precision (mAP) at an Intersection over Union
(IoU) threshold of 0.50. The results are summarised
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(a) Output from the Mask R-CNN model, each class is rep-
resented by a different colour

(b) Concatenated Mask R-CNN output and staff detection,
the green lines represent the detected staff lines

Figure 2: Mask R-CNN model inference in an image.

(a) Output from the Faster R-CNN model, each class is rep-
resented by a different colour

(b) Concatenated Faster R-CNN output and staff detection,
the green lines represent the detected staff lines

Figure 3: Faster R-CNN model inference in an image.

in Table 1. Using the InceptionResNetV2 back-
bone, we found that reducing the number of classes
from 94 to 71 significantly improved mAP, with a
peak mAP of 65.42% achieved with 45% of the
data. Interestingly, using 90% of the data resulted
in a slightly lower mAP of 64.92%, suggesting that
a well-balanced and smaller dataset can sometimes
outperform a larger one. Moreover, using domain-
specific pre-trained weights from MUSCIMA++ pro-
vided nearly a 5% improvement over COCO weights,
underscoring the importance of domain adaptation.

Similarly, the ResNet50 backbone demonstrated
notable performance, achieving a peak mAP of
63.19% using only 27% of the data. This result
highlights the potential efficiency of a well-curated
dataset. MUSCIMA++ weights also improved per-
formance, although not as significantly as Inception-
ResNetV2. These results suggest that while both
models are compelling, InceptionResNetV2 outper-
forms ResNet50, particularly with smaller training
sets. However, this dynamic shifts when a larger
dataset is used, with ResNet50* achieving an mAP
of 80.99% on the full dataset. This is comparable
to similar models in OMR (Yesilkanat et al., 2023),

which, in contrast, uses high-resolution input images,
shown in the last two rows on Table 1. Finally, an
investigation into average precision per category re-
vealed that the model struggles to detect less frequent
objects, such as rarely used time signatures, dynamics
markers, and accidentals, as evident in the inference
results shown in Figure 3.

Musical Symbol Instance Segmentation. For in-
stance segmentation, we employed Mask R-CNN
with ResNet50 and ResNet101 backbones and evalu-
ated using the Pascal VOC metric (Everingham et al.,
2010). The results, detailed in Table 2, demonstrate
significant performance improvements. Initially, us-
ing the ResNet50 backbone and training on 291
images with COCO pre-trained weights, the model
achieved an mAP of 16.239%. Further fine-tuning
on the DoReMi dataset for 30 epochs increased the
mAP to 46.087%. In contrast, the ResNet101 back-
bone, when trained on the same 291 images, reached
an mAP of 37.151%. Extending the training to 1,384
images for 80 epochs with ResNet101 achieved the
highest mAP of 59.70%, demonstrating the benefits
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of a more extensive and more comprehensive dataset.
These results are similar to the mAP achieved by ob-
ject detection models shown in Table 1 using a similar
training set size. Findings from this evaluation indi-
cate that:

• Switching to a more complex network architec-
ture (ResNet101) and training all layers com-
prehensively significantly improved mAP scores,
confirming the architecture’s influence on perfor-
mance.

• Extending training duration and increasing dataset
size were crucial for achieving higher mAP
scores. This is especially evident in the perfor-
mance of ResNet101 when trained for 80 epochs
on 1,384 images.

• The model faced difficulties predicting thin ob-
jects such as staff lines and stems, likely due to
downsampling issues. Adjustments in RPN an-
chor ratios or pre-segmentation strategies might
mitigate these challenges.

Beyond Detection and Segmentation As stated
in Section 1, the ultimate aim of OMR is to con-
vert music scores into a structured, machine-readable
file. While object detection and instance segmenta-
tion perform well, their output is somewhat unstruc-
tured and lacks musical significance. Therefore, a
parallel step is necessary to achieve a more organised
format. Given the challenges in accurately detecting
thin, elongated objects such as staff lines, which are
crucial for determining the pitch of a note, we have
opted for a more efficient post-processing approach
using traditional computer vision techniques that do
not require training. In Figure 2a, you can observe the
results of running the Mask R-CNN model on a score
image in the top image, and the same image with staff
detection in the bottom Figure 2b, similarly for the
object detection task shown in Figure 3.

6 CONCLUSIONS

This study uses advanced neural network architec-
tures to evaluate object detection and instance seg-
mentation for OMR. Our findings confirm that in-
stance segmentation, particularly using Mask R-
CNN, offers capabilities in delineating detailed and
accurate representations of individual musical sym-
bols compared to traditional object detection meth-
ods. Mask R-CNN’s detailed pixel-level segmen-
tation capability makes it particularly adept at han-
dling the complex visual compositions of sheet music
where objects frequently overlap.

By comparing object detection and instance seg-
mentation, we comprehensively evaluate their respec-
tive performances in OMR. This comparison is signif-
icant as it informs the selection of the most appropri-
ate method depending on the specific requirements of
a given task—whether broad localisation of symbols
is sufficient or if precise delineation is necessary. Our
findings contribute to a deeper understanding of how
these techniques can be applied to optimise OMR sys-
tems.

One limitation of our approach is handling rare
musical symbols, which are underrepresented in the
training dataset. This could affect the generalisability
of the model. Further research should focus on refin-
ing the detection of infrequent musical symbols and
enhancing mask predictions for structurally complex
objects. Prospective improvements could include op-
timising RPN anchor ratios and experimenting with
larger training datasets to improve detection accuracy.

This study highlights the potential of instance seg-
mentation to advance OMR research, offering a more
accurate and detailed method for recognising musi-
cal symbols in sheet music. These findings pave the
way for further research and practical applications
in musicology and digital archiving. Improved pre-
cision in symbol recognition directly impacts down-
stream tasks in knowledge discovery and information
retrieval, enabling richer metadata generation for in-
dexing and querying in music information retrieval
systems. This facilitates sophisticated analysis, such
as identifying patterns across compositions, discov-
ering relationships between works, and conducting
large-scale comparative studies. The detailed seg-
mentation provided by Mask R-CNN supports more
granular analysis, leading to deeper insights into mu-
sical structures and trends.
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Abstract: Long documents pose a significant challenge for natural language processing (NLP), which requires high-
quality embeddings. Despite the numerous approaches that encompass both deep learning and machine learn-
ing methodologies, tackling this task remains hard. In our study, we tackle the issue of long document classifi-
cation by leveraging recent advancements in machine learning and deep learning. We conduct a comprehensive
evaluation of several state-of-the-art models, including Doc2vec, Longformer, LLaMA-3, and SciBERT, fo-
cusing on their effectiveness in handling long to very long documents (in number of tokens). Furthermore, we
trained a Doc2vec model using a massive dataset, achieving state-of-the-art quality, and surpassing other meth-
ods such as Longformer and SciBERT, which are very costly to train. Notably, while LLaMA-3 outperforms
our model in certain aspects, Doc2vec remains highly competitive, particularly in speed, as it is the fastest
among the evaluated methods. Through experimentation, we thoroughly evaluate the performance of our
custom-trained Doc2vec model in classifying documents with an extensive number of tokens, demonstrating
its efficacy, especially in handling very long documents. However, our analysis also uncovers inconsistencies
in the performance of all models when faced with documents containing larger text volumes.

1 INTRODUCTION

Text embeddings are pivotal in natural language pro-
cessing (NLP) tasks, such as text classification, where
the quality of embeddings significantly affects per-
formance. Traditional methods, such as Word2vec
(Mikolov et al., 2013) and GloVe (Pennington et al.,
2014), have been foundational in generating embed-
dings at the token and sentence levels. Recent ad-
vancements include transformer-based models like
BERT (Devlin et al., 2018) and ELMO (Peters et al.,
2018), which have improved the quality of embed-
dings through contextualized representations.

Despite these advancements, handling very long
documents presents substantial challenges. Models
like BERT are limited by maximum sequence lengths,
which restricts their ability to generate embeddings
for extensive texts. While recent models such as
Longformer (Beltagy et al., 2020) and large language
models offer better performance, they come with high
computational costs and resource demands (Samsi

a https://orcid.org/0000-0003-4591-8934
b https://orcid.org/0000-0003-4638-4065

et al., 2023). These models are expensive to train and
deploy, and there is a lack of standardized evaluations
across various benchmarks (Tay et al., 2021).

On the other side, the scarcity of datasets with
very long documents further complicates the issue,
where existing labeled datasets consist only of short
articles (up to 800 tokens per document), yet training
a classifier for long texts requires a labeled dataset
consisting of long documents. This gap in the liter-
ature highlights the need for more effective methods
to handle lengthy texts while considering computa-
tional efficiency. This paper provides an evaluation
of several state-of-the-art models, including Doc2vec,
Longformer, LLaMA-3, and SciBERT, focusing on
their effectiveness in handling long to very long doc-
ument tokens. The study specifically aims to assess
how well these models generate embeddings from
documents that are exceptionally long in terms of to-
ken count. The key question is how agnostic these
models are to document length, and how the quality
of the generated embeddings influences their perfor-
mance in downstream text classification tasks.

We also trained a Doc2vec model on a large
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dataset to evaluate its capability against BERT-based
models and large language models (LLMs) in gener-
ating embeddings for very long documents. The goal
was to assess how well the Doc2vec model performs
compared to these advanced models in terms of both
the quality of the embeddings produced and their ef-
fectiveness in a text classification task. This com-
parison provides insights into the relative strengths
and limitations of traditional embedding methods
like Doc2vec versus modern transformer-based ap-
proaches when handling lengthy documents. Given
the scarcity of very long document datasets, our eval-
uation utilizes both public datasets and newly cre-
ated datasets with over 4,000 tokens from arXiv and
bioRxiv documents. The paper is structured as fol-
lows: Section 2 reviews related work. Section 3 de-
tails data preparation and preprocessing steps and the
preparation of our pretrained Doc2vec model. In sec-
tion 4 we study our experiments and finally, we con-
clude and discuss future directions.

2 RELATED WORKS

With the introduction of Word2Vec and GloVe, vari-
ous methods have emerged to encode sentences, para-
graphs, and longer texts into embeddings. Among
these methods, Doc2vec (Le and Mikolov, 2014)
stands out as a Paragraph Vector, an unsupervised
algorithm that learns fixed-length feature representa-
tions from variable-length pieces of text. Empirical
results have shown that Doc2vec outperforms bag-
of-words models and other text representation tech-
niques.

The advent of transformer models brought signif-
icant improvements in text encoders. BERT-based
models, in particular, demonstrated substantial per-
formance gains. The first application of BERT to
document classification, as presented in ”DocBERT:
BERT for Document Classification” (Adhikari et al.,
2019), improved baseline results by fine-tuning
BERT, achieving higher classification accuracy across
various datasets. However, BERT-based models were
limited by a fixed input sequence length of 512 to-
kens. To address this, models like SciBERT extended
the number of tokens to 768 through fine-tuning. In
SciBERT that follows the BERT architecture, which
uses the Transformer model for encoding text, the
process of generating embeddings can be described
as follows:

The input is a tokenized text sequence:
x = [x1,x2, . . . ,xn]

The tokens are then converted to embeddings:
E = [E(x1),E(x2), . . . ,E(xn)]

Next, these embeddings pass through multiple
transformer layers. Each transformer layer applies
self-attention:

H(l) = TransformerLayer(H(l−1))

where H(0) = E, and l is the layer number.
The final hidden states from the last transformer

layer are used for downstream tasks:

H(L) = [h1,h2, . . . ,hn]

Despite these advancements, transformer-based mod-
els struggle with processing long sequences due to
the computational complexity of their self-attention
mechanism, which can lead to information loss in
documents with more than 1,000 tokens. To over-
come this limitation, the Longformer was introduced.
It features an attention mechanism that scales lin-
early with sequence length, allowing it to handle doc-
uments with thousands of tokens. The Longformer
achieves this by sparsifying the full self-attention ma-
trix according to an ”attention pattern” that speci-
fies which input locations attend to each other. This
makes the model efficient for longer sequences. At
the time of its introduction, the Longformer con-
sistently outperformed RoBERTa on long document
tasks, setting new state-of-the-art results on datasets
like WikiHop and TriviaQA. Here is the process of
generating embeddings using longformer:

The input is a tokenized sequence:

x = [x1,x2, . . . ,xn]

The attention mechanism is restricted to a fixed-
size window:

Ai = Attention
(

H(l−1)
i ,H(l−1)

i−w:i+w

)

where w is the window size. Global attention is ap-
plied to selected important tokens across the entire
sequence. The embeddings are passed through multi-
ple layers of this modified attention mechanism. The
final hidden states are used for downstream tasks:

H(L) = [h1,h2, . . . ,hn]

More recently, significant efforts have been made
to improve the performance of text encoders on long
texts. Notable examples include the LLaMA-2 (Tou-
vron and Lavril, 2023) and LLaMa-3 models. Al-
though detailed technical information about these
proprietary models is limited, they propose novel
methods for generating embeddings from long texts,
further advancing the field of NLP. Since we used
LLaMA-3 and GEMMA-2B, we describe the process
of generating embeddings as below:

LLaMA follows a standard transformer architec-
ture with self-attention and feedforward networks.
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The input is a tokenized text sequence:
x = [x1,x2, . . . ,xn]

Each transformer layer consists of multi-head self-
attention and feedforward networks:
H(l) = MultiHeadAttention(H(l−1))+FFN(H(l−1))

The final hidden states are used for downstream
tasks:

H(L) = [h1,h2, . . . ,hn]

A recent study on transformer-based models
(Fields et al., 2024) addresses key questions such as
”How Wide, How Large, How Long, How Accurate,
How Expensive, and How Safe are they?” The study
emphasizes the latest advancements in large language
models (LLMs) by evaluating their accuracy across
358 datasets spanning 20 different applications. The
findings challenge the assumption that LLMs are uni-
versally superior, revealing unexpected results related
to accuracy, cost, and safety. LLMs now encompass
both unimodal and multimodal tasks, where unimodal
models use only textual information, and multimodal
models incorporate text, video, signals, images, au-
dio, and columnar data for classification. The pa-
per highlights that while recent models like GPT-4
and Longformer can handle input text lengths of up
to 8,192 tokens with high accuracy in classification
tasks, the cost of training these LLMs, along with the
associated economic and environmental concerns, has
become a significant issue in recent years. Another
notable study by (Wagh et al., 2021) examines the
classification of long documents. The authors reaf-
firm that while BERT-based models can perform well
across various datasets and are suitable for document
classification tasks, they come with a high compu-
tational cost. They also point out that long docu-
ment classification is a relatively simpler task, and
even basic algorithms can achieve competitive perfor-
mance compared to BERT-based approaches on most
datasets.

3 METHODOLOGY

In our paper, we compare and discuss the capabil-
ities of state-of-the-art models in generating high-
quality embeddings for very long texts. Subsequently,
we evaluate the generated embeddings using various
methods, including Doc2vec, in the context of docu-
ment classification tasks.

3.1 Datasets

Given the ongoing challenge of benchmarking very
long texts due to the lack of agreement on datasets

and baselines (Tay et al., 2021), we have prepared and
introduced datasets with more than 1,000 tokens per
text to evaluate embedding quality. table 1 shows the
detailed information about each dataset.

Table 1: Dataset information including token size, sample
size, and number of labels. Note*: 20 news and arxiv 100
information on section appendix 6.

Dataset # Avg. Tokens Size Labels
Dataset#1 7630 554 11
Dataset#2 11305 1101 11
s2orc 3450 58905 4
20 news* 149 11297 20
arxiv 100* 121 100004 10

S2ORC. Semantic Scholar Open Research Corpus
(Lo et al., 2020) is a comprehensive corpus designed
for natural language processing and text mining on
scientific papers. It includes over 136 million pa-
per nodes, with more than 12.7 million full-text pa-
pers connected by approximately 467 million cita-
tion edges, derived from various sources and aca-
demic disciplines. The number of tokens in our se-
lected dataset ranges from 1 to 287,400. We chose
documents with at least 200 tokens in two classes of
computer science and physics to ensure they are not
smaller than the shortest document in our test set.
arxiv + Biorxiv. This dataset includes documents
from the years 2022 and 2023 in both combina-
tion of arxiv and biorxiv, containing 550 and 1,000
documents respectively. Each document includes
the full text of the papers, with an average of
more than 7,000 tokens after preprocessing (tokeniza-
tion, lemmatization, stop words removal and extra
phrases removal). These datasets encompass mul-
tiple classes where for arxiv+biorxiv 2022 (labeled
as Dataset#1) includes Evolutionary Biology, Pale-
ontology, Mathematics, Computer Science, Zoology,
Statistics, Pharmacology and Toxicology, Biochem-
istry, Economics, Physics and Electrical Engineer-
ing. On the other side, the arxiv+biorxiv 2023 (la-
beled as Dataset#2) dataset contain Biochemistry, Pa-
leontology, Genomics, Quantitative Biology, Quanti-
tative Finance, Statistics, Computer Science, Electri-
cal Engineering and Systems Science, Mathematics,
Physics and Zoology labels.

To prepare them, we first converted PDF docu-
ments to text format and then removed author names,
images, tables, captions, references, acknowledg-
ments, and formulas. Furthermore, we eliminated
sentences with fewer than three tokens. All prepro-
cessing steps, as well as subsequent operations, were
executed using Python 3.
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3.2 Embeddings

Doc2vec. Given Doc2vec’s scalability with large
datasets, we explored its functionalities by training it
on extensive technical corpora. For training purposes,
we focused on technical documents of S2ORC and
collected 341,891 documents, totaling approximately
10GB, from fields including Engineering, Computer
Science, Physics, and Math. It is important to note
that we excluded the test set from the training set to
train the Doc2vec model effectively. Finally, we gen-
erated the embeddings using Doc2vec.
SciBERT. (Beltagy et al., 2019), is a BERT-based
model pre-trained on a large corpus of scientific text,
which includes papers from the corpus of Semantic
Scholar. The model aims to address the unique chal-
lenges posed by scientific text, such as specialized ter-
minology and longer sentence structures. By leverag-
ing this specialized pre-training, SciBERT achieves
better performance on downstream scientific NLP
tasks compared to the vanilla BERT model, particu-
larly in domains like biomedical and computer sci-
ence literature. In this model, full-text documents
are encoded into chunks of 512 tokens. We gener-
ated text embeddings using the SciBERT model SciB-
ERT scivocab uncased with a maximum sequence
length of 512 tokens. The final layer’s hidden states
were used as embeddings, with mean pooling applied
to obtain sentence-level embeddings. We utilized the
Hugging Face ‘transformers‘ library (version 4.x.x)
for model loading and inference.
Longformer. Introduced by (Beltagy et al., 2020),
addresses the challenge of processing long documents
by extending the input sequence token size up to
4096 tokens, significantly more than BERT’s 512-
token limit. Longformer employs a combination of
local and global attention mechanisms that scale lin-
early with the sequence length, allowing it to han-
dle much longer documents efficiently. This model
is specifically designed to mitigate the computational
inefficiencies of the quadratic complexity of the stan-
dard self-attention mechanism in BERT. In our ex-
periments, we utilized the Longformer-large model
allenai/longformer large 4096 to generate document
embeddings. This model comprises 24 layers, each
with a hidden size of 1024, and uses 16 attention
heads. It is capable of processing sequences up to
4096 tokens in length, leveraging a sliding window
attention mechanism with a window size of 512 to-
kens and supporting global attention for key tokens.
Embeddings were generated by extracting the CLS
token’s output from the last hidden layer, optionally
followed by mean pooling for a fixed-size representa-
tion.

LLaMA-3 and GEMMA-2B. Large Language
Model for AI Assistance (Touvron and Lavril, 2023)
represents a significant advancement in the realm of
large-scale language models. Unlike earlier models
like BERT or even Longformer, which are constrained
by their maximum input sequence lengths, LLaMA-
3 is designed to handle extremely large contexts,
accommodating up to 16,000 tokens per sequence.
This makes it particularly suitable for tasks involv-
ing extensive documents, such as entire books, com-
prehensive reports, and complex dialogues. More-
over, GEMMA-2B (Team, 2024) (Generative Em-
bedding Model with Multi-headed Attention) distin-
guishes itself with a focus on generating high-quality
embeddings for downstream NLP tasks. This model
operates with a maximum input sequence length of
2048 tokens, striking a balance between the exten-
sive context capabilities of models like LLaMA-3 and
the more focused scope of traditional models. We
generated text embeddings using the LLaMA 3 8B
model provided by Ollama (Ollama, 2024). This
model, which has 8.03 billion parameters, is opti-
mized for instruction-following tasks and operates
efficiently through quantization techniques, such as
Q4 0. The embedding generation process utilizes
the output from the model’s last hidden layer, en-
suring rich contextual representations of the input
text. Ollama’s quantization reduces the model’s size
to 5.5GB, allowing for effective deployment on lo-
cal hardware while maintaining high-quality perfor-
mance. Table 2 illustrates detailed information of
each model.

Table 2: Characteristics of different models including vo-
cabulary size, corpus size, maximum length, and embed-
ding size.

Model Vocab Corpus Max Len Embedding
SciBERT 30K 1.14M 512 768
Doc2vec 33K 1.2M 10k 400
LLaMA-3 128K 15 Tn 8k 4096
GEMMA-2B 256K 6 Tn 8k 2048
Longformer 30K 33 Tn 4k 768

4 EXPERIMENTS AND RESULTS

In this section, we present the results of our experi-
ments on several datasets using state-of-the-art mod-
els to generate high-quality embeddings for text clas-
sification. The models evaluated include Doc2vec,
LLaMA-3, Longformer, SciBERT, and GEMMA-2B.
We utilized both SVM and MLP classifiers to assess
the performance of these embeddings. The evalua-
tion metrics include accuracy, precision, recall, and
F1 score. The reason we selected these classifiers,
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rather than model-based ones like LongformerClas-
sifier, is to remain agnostic regarding classifier selec-
tion. This approach allows us to reuse the embeddings
for other NLP tasks, providing greater flexibility and
utility. Below we give more information on each:
SVM. We utilized a Support Vector Machine (SVM)
classifier with a linear kernel to perform the classifi-
cation tasks. The model was configured with a regu-
larization parameter, C, set to 1.0 to balance the trade-
off between minimizing training error and achieving
low testing error. The SVM classifier was trained
on the given feature set and corresponding labels, fa-
cilitating effective class separation within the feature
space. MLP. We utilized the MLP Classifier from
scikit-learn to build a neural network classifier for our
dataset. The model features two hidden layers with
100 and 50 neurons, respectively, and was trained for
a maximum of 60 iterations. We set the random seed
to 42 for reproducibility.

4.1 Results

We observed Doc2vec consistently demonstrated ro-
bust performance on the Dataset#2 dataset, achiev-
ing an MLP accuracy of 0.67, and an F1 score of
0.65. Longformer also delivered competitive results,
with SVM accuracy of 0.64, and an F1 score of 0.65.
In contrast, SciBERT and LLaMA-3 showed slightly
lower performance, with SVM accuracies of 0.61 and
0.56, and MLP accuracies of 0.64 and 0.60. The
GEMMA-2B model, however, had the least favor-
able outcomes. We can express the lower results of
GEMMA-2B model comparing with LLaMA-3 due
to its lower embedding dimension and model param-
eters size. We were surprised by the strong perfor-
mance of TF-IDF embeddings, which outperformed
all other models, likely due to its effectiveness in han-
dling massive documents. On Dataset#1 Doc2vec
emerged as the top performer, achieving an SVM ac-
curacy of 0.7590, an MLP accuracy of 0.71, and an
F1 score of 0.78. SciBERT followed closely, with an
SVM accuracy of 0.72, an MLP accuracy of 0.71, and
an F1 score of 0.72. Longformer, however, showed a
decline in performance, reflected by an SVM accu-
racy of 0.5500, an MLP accuracy of 0.5833, and an
F1 score of 0.5550. LLaMA-3 provided moderate re-
sults with an SVM accuracy of 0.4940, an MLP ac-
curacy of 0.3976, and an F1 score of 0.7804. Mean-
while, GEMMA-2B continued to struggle, recording
the lowest performance metrics with an SVM accu-
racy of 0.4700, an MLP accuracy of 0.4600, and an
F1 score of 0.4500.

Finaly LLaMA-3 demonstrated superior perfor-
mance on the S2ORC dataset with two classes,

achieving nearly perfect scores with an SVM ac-
curacy, MLP accuracy, and F1 score all at 0.99.
Doc2vec also showed strong results, with an SVM
accuracy of 0.97, an MLP accuracy of 0.99, and an
F1 score of 0.9776. Both Longformer and SciBERT
maintained high levels of accuracy, with SVM scores
of 0.96 and 0.97, and MLP accuracies of 0.99 and
0.97, respectively, complemented by high F1 scores.
These findings highlight the remarkable efficiency of
LLaMA-3 and Doc2vec in managing large-scale sci-
entific documents.

The results in table 3 indicates that LLaMA-3
consistently outperforms other models across vari-
ous datasets, particularly on the 20 news (6) and
S2ORC datasets, demonstrating its robustness and ef-
fectiveness in handling long and shorter documents
by generating high-quality embeddings. Doc2vec
also shows competitive performance, especially on
the S2ORC dataset. Longformer and SciBERT ex-
hibit moderate performance, with SciBERT perform-
ing better on the arxiv 100 dataset (APPENDIX).
GEMMA-2B, while a powerful model for embedding
generation, did not perform as well in this classifica-
tion task, suggesting that its embeddings might need
further fine-tuning for specific tasks or datasets. To
further analyze the effectiveness of the embeddings
generated by the different models, we projected the
high-dimensional embeddings into a 2D space us-
ing the PACMAP dimensionality reduction technique
(Wang et al., 2021). This visualization allows for a
deep understanding of how well the models differenti-
ate between classes in various datasets (see Appendix
6).

4.2 Training and Inference Time

Transformer-based models, such as SciBERT, LLMs,
and Longformer, possess a complex architecture in-
volving multi-head self-attention mechanisms and
multiple layers, which enable them to capture entan-
gled dependencies and contextual information. These
models typically require massive datasets for pre-
training where depending on the model size and hard-
ware, the training time can range from several days
to months, although fine-tuning usually takes a few
hours to a few days on powerful GPUs (Devlin et al.,
2018). In contrast, simpler models like Word2Vec
and Doc2vec use much less complex architectures.
Word2Vec, for example, leverages shallow neural net-
works with a single hidden layer, while Doc2vec ex-
tends Word2Vec by considering document context but
remains relatively straightforward. These models also
utilize large datasets but not to the extent required
for transformer models, typically training on corpora
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Table 3: Evaluation metrics Macro average of (Precision, Recall, F1 Score) and SVM Classification/MLP classification
accuracy for different models across bioarxiv 2022, bioarxiv 2023, and s2orc datasets.

Dataset Model Macro avg. P Macro avg. R Macro avg. F1 SVM acc MLP acc

Dataset#2

Doc2vec 0.6702 0.6545 0.6593 0.6545 0.6780
GEMMA-2B 0.5100 0.5100 0.5000 0.5000 0.5000
LLaMA-3 0.5964 0.5697 0.5744 0.5697 0.6000
Longformer 0.6919 0.6424 0.6519 0.6424 0.6420
SciBERT 0.6295 0.6182 0.6213 0.6180 0.6400
TF-IDF 0.8900 0.8800 0.8800 0.8800 0.8900

Dataset#1

Doc2vec 0.8181 0.7711 0.7825 0.7590 0.7100
GEMMA-2B 0.4800 0.4700 0.4500 0.4700 0.4600
LLaMA-3 0.7819 0.7819 0.7804 0.4940 0.3976
Longformer 0.6789 0.5500 0.5550 0.5500 0.5833
SciBERT 0.7597 0.7229 0.7279 0.7229 0.7100
TF-IDF 0.7400 0.7200 0.7200 0.7600 0.7800

s2orc

Doc2vec 0.9775 0.9777 0.9776 0.9778 0.9998
LLaMA-3 0.9976 0.9976 0.9976 0.9976 0.9976
Longformer 0.9674 0.9677 0.9675 0.9678 0.9993
SciBERT 0.9749 0.9749 0.9749 0.9749 0.9797
TF-IDF 0.9700 0.9700 0.9700 0.9800 0.9800

containing millions to billions of words. Training
these models is much faster, with Doc2vec being
trainable on a large corpus in a matter of hours using a
few CPUs or a single GPU, still considerably quicker
than transformer models. Figures 1a and 1b show the
comparison of fine-tuning—training/ time and mem-
ory/time of full self-attention and different implemen-
tations of Longformer’s methods vs Doc2vec.

As shown in 2, Doc2vec can perform competi-
tively while offering significant advantages in terms
of inference time, resource requirements, and energy
consumption. Specifically, Doc2vec demonstrates
much faster average embedding inference times per
second on a CPU, needing significantly less computa-
tional resources and consuming less energy compared
to other models.

5 LIMITATIONS

One of the significant challenges encountered in this
study was finding datasets with tokens exceeding
1,000 to effectively compare the models’ ability to ex-
tract embeddings from very long texts. Such datasets
are crucial for evaluating model performance on ex-
tended sequences.

Additionally, inferring heavy models like
LLaMA-3 and GEMMA-2B required substantial
time, effort, and computational resources. These
models have considerable demands, and their infer-
ence process was constrained by the limitations of
available libraries and computing environments.

6 CONCLUSIONS

In this study, we have evaluated the performance of
various state-of-the-art models, including Doc2vec,
SciBERT, Longformer, LLaMA-3, and GEMMA-2B,
on the task of generating high-quality embeddings for
text classification. Our experiments spanned multi-
ple datasets such as 20 news, arxiv 100, Dataset#1,
Dataset#2, and S2ORC, providing a comprehensive
analysis of each model’s strengths and limitations.

The results indicate that LLaMA-3 consistently
outperforms other models across different datasets,
particularly excelling in the 20 news and S2ORC
datasets with superior accuracy and F1 scores. SciB-
ERT also demonstrated robust performance, espe-
cially with the arxiv 100 dataset. Notably, Doc2vec,
while slightly behind in absolute performance met-
rics, offers competitive results with significantly bet-
ter computational efficiency, making it an excel-
lent choice for applications requiring faster inference
times and lower resource consumption. This bal-
ance between performance and efficiency is critical
for practical deployment in real-world scenarios.

Additionally, our study highlighted the challenges
associated with handling very long documents, where
models like Longformer and LLaMA-3, designed for
extended context processing, showed significant ad-
vantages. However, GEMMA-2B, despite its pow-
erful embedding capabilities, requires further fine-
tuning.

In future, we aim to investigate the quality of em-
beddings in additional NLP tasks, such as question
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(a) Fine-tuning time of self-attention Longformers and
Doc2vec (Beltagy et al., 2020).

(b) Memory usage of self-attention Longformers and
Doc2vec (Beltagy et al., 2020).

Figure 1: Performance comparison of Longformers and Doc2vec models.

Figure 2: Inference time of different models for embedding
extraction.

answering and summarization on very long texts. We
will also review the tuned combinations of embed-
dings for specific tasks and domains.
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APPENDIX

Datasets 20 News: (Lang, 1995) is widely used for
text classification and natural language processing
(NLP) tasks. It contains approximately 20,000 news-
group documents, divided into 20 different news-
groups.
arxiv 100: dataset comprises 100,000 arXiv paper
abstracts and averages 121 tokens per document, cov-
ering subjects such as Electrical Engineering and Sys-
tems Science, Statistics, Computer Science, Physics,
Quantum Physics, Mathematics, High Energy Physics
- Theory, High Energy Physics, Condensed Matter
Physics, and Astrophysics.
Results: On 20 news dataset, LLaMA-3 significantly
outperformed other models, achieving an SVM accu-
racy of 0.97 and an F1 score of 0.97. Doc2vec showed
decent performance with an SVM accuracy of 0.75,
while its F1 score was 0.67. Longformer and SciB-
ERT demonstrated moderate results, with SVM accu-
racies of 0.75 and 0.66, and MLP accuracies of 0.65
and 0.65, respectively. LLaMA-3’s results reflect its
superior ability to handle the complexity of the news-
group data.

On arxiv 100, SciBERT led with an SVM accu-
racy of 0.81, both with an F1 score of 0.81. Doc2vec
followed closely, with SVM and MLP accuracies of
0.81 and 0.76. LLaMA-3 also performed well, show-
ing an SVM accuracy of 0.78, and an F1 score of 0.78.
Longformer lagged behind with an SVM accuracy of
0.72 and an MLP accuracy of 0.74, with an F1 score
of 0.72. These results underscore SciBERT’s effec-
tiveness in handling scientific abstracts and technical
documents. Table 4 summarizes the classification and
F-score results on these datasets.
Dimensionality Reduction and Embedding Analy-
sis: We applied the PACMAP dimensionality reduc-
tion method (Wang et al., 2021) to embeddings ex-
tracted from various models on the S2ORC test set.
As illustrated in Figure 3, LLaMA-3 effectively sep-
arated the embeddings in the 2D space, demonstrat-
ing distinct class separation. While Doc2Vec and
SciBERT also achieved some degree of separation be-
tween classes, the resulting data points remained in
close proximity within the 2D space. Finally, Long-
former, despite distinguishing the classes, performed
the weakest separation performance among the oth-
ers.

Table 4: Evaluation metrics (Precision, Recall, F1 Score)
and SVM/MLP classification results for different models
across arxiv 100 and 20 news datasets.

Data Model P R F1 SVM MLP

20n

Doc2vec 0.6700 0.6665 0.6665 0.747 0.694
LLaMA-3 0.9775 0.9741 0.9749 0.974 0.971
Longf 0.6481 0.6324 0.6303 0.746 0.646
SciBERT 0.6628 0.6581 0.6589 0.658 0.653

arxiv 100

Doc2vec 0.8009 0.8007 0.8007 0.805 0.756
LLaMA-3 0.7819 0.7819 0.7804 0.781 0.780
Longf 0.7183 0.7173 0.7171 0.716 0.739
SciBERT 0.8094 0.8093 0.8093 0.809 0.785

a) PACMAP with LLaMA-3

b) PACMAP with Doc2vec

c) PACMAP with Longformer

d) PACMAP with SciBERT

Figure 3: 2D embedding visualization on S2ORC
dataset(tests) , extracted from a)LLaMA-3, b)Longformer,
c)SciBERT and d)Doc2vec, results showing a great perfor-
mance of LLaMA-3 on class separations.
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Abstract: Emotion Analysis (EA) is a field of study closely aligned with sentiment analysis whereby a discrete set of
emotions are extracted from a given document. Existing methods of EA have traditionally explored both
lexicon and machine learning techniques for this task. Recent advancements in large language models have
achieved success in a wide range of tasks, including language, images, speech, and videos. In this work, we
construct a model that applies knowledge distillation techniques to extract information from a large language
model which instructs a lightweight student model to improve its performance with the EA task. Specifically,
the teacher model, which is much larger in terms of parameters and training inputs, performs an analysis
of the document and shares this information with the student model to predict the target emotions for a given
document. Experimental results demonstrate the efficacy of our proposed prompt-based knowledge distillation
approach for EA.

1 INTRODUCTION

Sentiment analysis (SA) is a prominent subfield of
natural language processing (NLP) with the goal of
analyzing text documents from which the document’s
polarity is obtained. Emotion analysis (EA) estab-
lishes additional granularity for classes beyond polar-
ity from SA by focusing on the alignment of language
with various emotional categories. For example, the
Paul Ekman model for emotions defines six primary
emotion categories: anger, disgust, fear, joy, sadness,
and surprise (Ekman and Friesen, 1971). Another
approach to illustrate the various emotional dimen-
sions was proposed as the Robert Plutchik model with
eight primary bipolar emotions: anger versus fear, joy
versus sadness, anticipation versus surprise, and trust
versus disgust (Plutchik, 1982). Additional models
have been proposed that projects emotions into a di-
mensional space, such as for valence, arousal, and
dominance (Russell and Mehrabian, 1977).

Various techniques have been proposed for the
task of emotion analysis. The first major area of emo-
tion analysis involves lexicon-based techniques where
the techniques are focused on aligning the emotional
categories of language with the specific words that
were used (Baccianella et al., 2010) (Staiano and
Guerini, 2014). The next major area of emotion anal-
ysis includes various machine learning techniques
that discover latent patterns or representations for the
detection of different emotional categories (Agrawal

and An, 2012) (Calefato et al., 2018) (Hasan et al.,
2019). Some researchers have investigated emotion
representations that seek to achieve emotion represen-
tations that transcend multiple lexicons and datasets
(Buechel et al., 2020). Some work in emotion clas-
sification has concentrated on aligning transformer-
based architectures with emotional categories through
deep contextual representations. Pretrained language
models (PLM) have demonstrated various successes
in outperforming many state-of-the-art techniques in
the field. As the parameters and training data contin-
ued to scale for PLMs, large language models (LLM)
emerged and demonstrated capabilities not seen in
prior work, such as prompt-based learning and rea-
soning.

In this paper, we introduce a prompt-based knowl-
edge distillation model for emotion analysis where the
prompt serves as source of knowledge through which
we distill that information for a student model un-
der the supervision of a much larger teacher model.
The first phase of our model involves a prompt-
based teacher model followed by a knowledge distil-
lation student training model. The teacher model uses
prompt-based techniques to extract information from
the LLM. The student model uses a transformer-based
PLM where probabilities from both teacher and stu-
dent models are aligned so that the student model is
capable of generating similar probability distributions
as the teacher model.
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Figure 1: Overview architecture of the model. We combine a pre-trained language model with a large language model to
extract the emotion embeddings cross-corpus to perform a classification of the emotions. For the final prediction y, we
localize the classification head to a set of possible classes for the respective datatset.

2 RELATED WORK

Recent work in the research community has focused
on tasks involving emotion analysis has concentrated
primarily on PLMs for learning contextual represen-
tations using neural networks (Demszky et al., 2020)
(Turcan et al., 2021) (Alhuzali and Ananiadou, 2021)
(Wullach et al., 2021) (Mackey et al., 2021) (Tora-
man et al., 2022) (Rahman et al., 2024). PLMs un-
dergo various training methods which enables them to
learn latent contextual representations of text. These
models are generally fine-tuned in order to adapt to
task-specific objectives, such as emotion classifica-
tion. Bidirectional Encoder Representations from
Transformers (BERT) is a transformer-based archi-
tecture that bidirectionally encoded embeddings to
learn contextual information in textual data where the
model was pre-trained simultaneously on the tasks
of masked language modeling (MLM) and next sen-
tence prediction (NSP) (Devlin et al., 2019). XL-
Net improves upon BERT by introducing permuta-
tion language modeling where tokens are predicted
in a random order (Yang et al., 2019). RoBERTa
improved upon BERT by modifying the training ap-
proach where the NSP task was removed and dynamic
masking was introduced, and increasing the amount
of training data that was used (Liu et al., 2019).

Other work with LMs has resulted in different
techniques for training methodologies. Knowledge
distillation techniques, where a teacher model trans-
fers knowledge from a complex model to a much sim-
pler model, how shown promising results across dif-
ferent studies (Hinton et al., 2015) (Lukasik et al.,
2022). Brown et al. define various levels of data used
for in-context learning, such as fine-tuning (updating

weights of a pretrained model), few-shot (models are
provided a few demonstrations of a task with no addi-
tional weight updates to the model), one-shot (only
one demonstration is permitted), and zero-shot (no
demonstrations are permitted) (Brown et al., 2020).
Brown et al. also demonstrate that as LMs increase in
scale, their task-agnostic few-shot performance also
increases (Brown et al., 2020). In addition, Halder
et al. acknowledged that tranformer-based LMs fine-
tuned to task-specific objectives curtail their ability to
perform well in zero-shot, one-shot, or few-shot sce-
narios (Halder et al., 2020).

Work involving large language models continues
to demonstrate their task-agnostic capabilities. One
study demonstrated a technique of applying a series
of reasoning steps named chain of thought where
an LLM utilized chain-of-thought prompting that
demonstrated reasoning abilities provided the LLM is
adequately large (Wei et al., 2022). Adversarial dis-
tillation frameworks have also been proposed in re-
search literature for improved knowledge distillation
and transfer learning (Jiang et al., 2023).

3 PROBLEM DEFINITION

Let D represent a dataset comprised of N documents,
where each document in D consists of textual infor-
mation and emotion labels. We observe the following
for each D: (1) the set of text documents in dataset
D is represented as XD such that |XD|= N; (2) the set
of possible target labels for dataset D is represented
as YD where |YD| = C different emotions; and (3) D
is represented as the following set in the single-label
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setting:

D = {(x,y) | x ∈ XD and y ∈ YD} (1)

and the following serves as the representation for a
multi-label setting:

D = {(x,y) | x ∈ XD and y ∈ P (YD)} (2)

Let D represent the input text corpora where D =
{D1,D2, ...,Dn}. The task presented in this work is
to train and align a model to recognize the latent emo-
tion representations in a cross-corpus setting using D
for the purpose of single-class and multi-class emo-
tion classification of an emotion label (or set) y from
a given input document x:

ŷ = argmax
c

[
Pr(y = c | x; Θ)

]
(3)

4 PROPOSED APPROACH

We present our proposed solution in this section for
the single-class and multi-class cross-corpora emo-
tion classification task. In Figure 2, we provide
an overview of our framework for learning the la-
tent emotion distribution of text documents. There
are three major components to our approach: (1) a
prompt-based knowledge distillation paradigm for ex-
tracting information from an LLM to facilitate the
alignment of a task-specific model; (2) a task-specific,
emotion classification model that leverages a pre-
trained, transformer-based language model, which is
fine-tuned for the emotion classification task; and (3)
a cross-corpora framework for learning latent emotion
representations.

4.1 Prompt-Based Methodology

For a given dataset D = (XD,YD), each input
and target is represented as (xdoc,yemo) such that
(xdoc,yemo) ∈ D . The target yemo of the model is the
emotion class for each document where yemo ∈ YD
(i.e. anger, grief, disgust, etc.) in the respective
dataset D . To facilitate knowledge distillation from
an LLM, we define (xprompt,yllm) to represent the
prompt-based input and label generated from an LLM
for each (xdoc,yemo) ∈D .

Prompt Template. The following template is used
to the generate each xprompt:

You will be given a human written sentence. Classify
the sentence into one of the following categories:
⟨yemo

0 ,yemo
1 , ...⟩. Return the following format only for

each category as a probability distribution (the sum

should be 1): ⟨yemo
i , probability⟩.

The following is the document: xi.

The target yllm represents the emotion distribution
produced by the LLM for the given input prompt
xprompt, which is modeled as follows:

ŷllm
i = Pr(yemo | xprompt

i ) (4)

= LLM(xprompt) (5)
Hallucinations are a known problem in research

literature where an LLM produces a response that is
either factually incorrect or unaligned with the input
prompt it was provided (Farquhar et al., 2024). To ad-
dress the problem of hallucinations, we conduct a val-
idation step for ŷllm to ensure the format of the output
is aligned with the targets in the training data. Docu-
ments failing the validation step will undergo a fixed
interval of reprompting where the input and interac-
tions are returned to the LLM for further processing
in the form:

ŷllm′ = LLM( ⟨xprompt′ ,⟨xprompt,yllm⟩⟩ ) (6)

4.2 Emotion Classification Model

The task-specific emotion classification model begins
by employing the use of a transformer-based language
model to provide contextual representations hemo =
⟨hemo

1 ,hemo
2 , ...,hemo

k ⟩ for input tokens xdoc where k
represents the number of time steps. The transformer-
based encoder LM is parameterized with φ for all
datasets D ∈ D to generate the contextualized word
representations hemo

i for each time step i:

hemo
i = LMφ(xdoc

i ) (7)
The last layer of hemo

i is used to compute the dis-
tribution for the emotion classes, where it is param-
eterized by φd for each Dd ∈ D to obtain the target
prediction distribution ŷemo

i and the softmax layer is
applied to normalize the logits:

ŷemo
i = Pr(yemo

i | hemo
i ) (8)

= Softmax(Wφd hemo
i +bφd ) (9)

The model shares a common set of parameters φ
between all members of D to facilitate latent emo-
tion representation learning in a cross-domain envi-
ronment, while the task-specific classification head
maintains a specific set of a parameters φd .

4.3 Knowledge Distillation

The goal of a prompt-based teacher model is to extract
knowledge from an LLM and transfer it to the task-
specific student model, which is responsible for fine-
grained emotion classification. The prompt-based
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model instructs the emotion classification model to
enable the smaller model to generalize in a manner
that resembles the teacher model. The student model
minimizes a loss function which focuses on both cor-
rectly predicting the target label yemo while simulta-
neously aligning the model with the teacher model’s
responses yllm.

The model utilizes a cross-entropy loss function
for the single-class emotion classification task

LCE =− 1
N

C

∑
i

yemo
i log(ŷemo

i ) (10)

and a binary cross-entropy loss function for multi-
class emotion classification

LBCE =− 1
N

C
∑
i

[
yemo

i log(ŷemo
i )+(1− yemo

i ) log(1− ŷemo
i )

]

(11)

for when there exists multiple emotion labels for a
given document.

We use τ to represent the temperature rate hyper-
parameter to produce a softer probability distribution
over all possible classes for class imbalances through
knowledge distillation techniques. For these models,
the losses from the emotion detection task and the
prompt-based alignment model are summed together
after each batch by using the adjustable hyperparam-
eter λ, which balances the terms below:

Lφ = λLemo +(1−λ)τ2Lllm (12)

5 EXPERIMENTS

In this section, we provide an empirical analysis of
our proposed model and investigate the following re-
search questions:

• RQ1: What is the effectiveness of the proposed
model for the emotion classification task in terms
of model performance metrics?

• RQ2: Does the choice of LM contribute to the
performance of the proposed model?

• RQ3: How does the knowledge distillation from
an LLM to the proposed model contribute to the
overall performance?

5.1 Data

Our experiments are conducted on two benchmark
datasets: WASSA-21 dataset and Real World Worry
dataset (Buechel et al., 2018) (Kleinberg et al.,
2020). The WASSA-21 dataset was provided in
the 11th Workshop on Computational Approaches

Figure 2: Distribution of the emotion labels by dataset. The
RWW dataset emphasized fear and sadness labels. The
GoEmotions dataset had a stronger presence of documents
labeled as neutral and joy. The WASSA dataset contained
more labels with the sadness and surprise labels in compar-
ison to other datasets.

to Subjectivity, Sentiment, and Social Media Analy-
sis (WASSA) Shared Task: Empathy Detection and
Emotion Classification (Tafreshi et al., 2021). The
dataset consists of n = 1860 reactions to news stories
indicating that there is harm to a person, group, or
other. The labels for each record are mapped to seven
emotion categories, which include a neutral category
and Ekman’s basic emotion categories: anger, dis-
gust, fear, joy, sadness, and surprise. This label rep-
resents the dominant emotion for the text.

Table 1: GoEmotions emotion mapping to Ekman emo-
tions.

Emotion Association
anger anger, annoyance, disapproval
disgust disgust
fear fear, nervousness
joy joy, amusement, approval, ex-

citement, gratitude, love, opti-
mism, relief, pride, admiration,
desire, caring

sadness sadness, disappointment, em-
barrassment, grief, remorse

surprise surprise, realization, confusion,
curiosity

The second dataset used in our experiments is
the COVID-19 Real World Worry dataset (Kleinberg
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Table 2: COVID-19 emotion mapping to Ekman emotions.

Emotion Association
anger anger
disgust disgust
fear fear, anxiety
joy happiness, relaxation
sadness sadness
surprise desire

et al., 2020). The dataset contains n = 2491 records
that were extracted by surveying participants and ask
them to express their emotional feelings towards the
COVID-19 pandemic. Participants were asked to con-
struct two different forms of text. The first document
they were asked to author included instructions to ex-
press their feelings towards the then current COVID-
19 situation with a minimum of 500 characters. The
second document expressed them to convey the same
feelings in the form of a social media post that had a
maximum of 240 characters. Participants were asked
to rate their emotions toward the situation and select
one of the following emotions that best represented
their feelings: anger, anxiety, desire, disgust, fear,
happiness, relaxation, and sadness. We used the emo-
tion definitions from (Demszky et al., 2020) as indi-
cated in Table 1 to map perform the emotion map-
pings as indicated in Table 2.

5.2 Baseline Experiments

To evaluate the efficacy of our proposed prompt-based
knowledge distillation model, we use PLMs as the
baseline for our experiments. We benchmark our
model using the BERT, RoBERTa, and XLNet PLMs
where the input will only be the document and tar-
get emotion(s). We evaluate the model performance
of each dataset and report the mean precision, recall,
and F1-scores after 3 runs using macro averaging.

5.3 Experimental Settings

Our model was constructed using the PyTorch frame-
work along with the HuggingFace transformers li-
brary for the pretrained language model implementa-
tions.1 We followed similar experimental settings as
provided in (Demszky et al., 2020). Our model uses
the AdamW optimizer (Loshchilov and Hutter, 2017)
while setting the learning rate to 5e−5, batch size to
16, and maximum sequence length of 512. Since
previous research literature demonstrated overfitting
beyond four epochs, we limited our the number of
epochs during the fine-tuning step to four (Demszky

1https://huggingface.co/docs/transformers/en/index

et al., 2020). For the large language model, we uti-
lized the GPT-4o model provided through the API.

5.4 Experimental Results

Table 3 reflects the results from the experiments con-
ducted in this paper. Each experiment was executed
independently of other datasets. The best results are
indicated in bold. As reflected in the results, our
method is able to demonstrate increased performance
above the baseline methods for the WASSA-21 and
RWW datasets. This demonstrates that the PLM ac-
quires additional knowledge through transfer learn-
ing and knowledge distillation through this technique
that it did not acquire through the data alone. Fur-
thermore, we also discover that the RoBERTa PLM
is able to achieve superior performance over the other
PLMs evaluated in the tests we conducted. Despite
the extreme differences in the distribution of the la-
bels between the datasets as evidenced in Figure 2, we
observe that the proposed technique is able to work
given the task-agnostic knowledge provided from the
teacher model. When RoBERTa was used as the
underlying PLM for our technique, we were able
to achieve a gain of ∆ = +2.18 increase in perfor-
mance for the F1 score for the WASSA-21 dataset and
∆ =+1.86 for the RWW dataset.

It should also be noted that the largest gain in
performance was achieved through the prompt-based
knowledge distillation approach with the BERT PLM
in the RWW dataset. We observe an increase of
∆ =+2.37 in the F1 score under these settings.

6 CONCLUSIONS

Throughout our work in this paper, we investigated
the task of emotion analysis under a prompt-based
knowledge distillation setting where we trained a stu-
dent model by aligning it with a teacher model which
provides instruction on how to generate similar proba-
bility distributions in a task-specific objective. Future
directions for this work can involve exploring other
techniques, such as chain-of-thought or other reason-
ing approaches, or augmented LLM approaches to
improve the teacher model through prompting strate-
gies. The proposed methodology can be extended to
consider additional modalities of data.
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Abstract: This paper compares human and machine generated texts, focusing on a comparison of their sentiment. We 

use two corpora; the first being the HC3 question and answer texts. We present a second corpus focused on 

human written text-materials sourced from psychology experiments and we used a language model to generate 

stories analogous to the presented information. Two sentiment analysis tools generated sentiment results, 

showing that there was a frequent occurrence of statistically significant differences between the sentiment 

scores on the individual sub-collections within these corpora. Generally speaking, machine generated text 

tended to have a slightly more positive sentiment than the human authored equivalent. However, we also 

found low levels of agreement between the Vader and TextBlob sentiment-analysis systems used. Any 

proposed use of LLM generated content in the place of retrieved information needs to carefully consider subtle 

differences between the two – and the implications these differences may have on down-stream tasks. 

1 INTRODUCTION 

The abilities of Large Language Models (LLM) like 

ChatGPT are still poorly understood and greater 

understanding is essential in the face of widespread 

adoption, to ensure safe and reliable utilization. This 

paper uses two parallel corpora of human and 

machine originated text to find any similarities and 

notable differences between them. This paper focuses 

on the sentiment of these parallel texts, using five 

distinct parallel collections. 

(Yiu et al, 2023) argue that LLM are cultural 

technologies that enhance cultural transmission. 

(Connell and Lynott, 2024) discussed the strengths 

and weaknesses of large language models to foster 

better understanding of human cognition. (Gibney, 

2024) note that statements written in the African 

American English (AAE) dialect (widely spoken in 

the United States) have revealed strong racial biases 

in ChatGPT, making it more likely to associate 

fictionalised speakers with less-prestigious jobs and 

even more like to recommend the death penalty for a 

fictional defendant. (Mitchell, 2021) critiqued the 

ability of LLM to form concepts, abstractions and 

even make analogies. 

Some application may consider machine 

generated texts as an alternative to retrieving text 

 

a  https://orcid.org/0000-0002-3680-4217 

from a corpus. But this approach assumes 

equivalence between generated and human when text. 

This putative equivalence is put to the test in this 

paper by analysing two corpora of aligned human and 

machine generated texts. This work also contributes 

to ongoing work on model collapse (Feng et al, 2024) 

and the impact of machine generated data in training 

LLM. 

This paper evaluates one pre-existing corpus and 

presents a novel corpus composed of analogous story 

pairs. We shall argue that these generated analogous 

stories offer a better mechanism to explore the innate 

bias contained within LLM.  

We use existing technologies to investigate the 

output of LLM for any sentiment bias and differences 

between human and LLM originated text. For a 

comparison of Vader and TextBlob for sentiment 

analysis see (Bonta et al, 2019).  

There has been a sigificant amount of recent 

work on comparing human and LLM generated text. 

(Katib et al, 2023; Liao et al, 2023), with some of this 

work focusing on detecting machine generated text in 

the context of plagiarism (Khalil and Erkan, 2023; 

Cotton et al, 2024). This paper differs from previous 

work in several regards. Firstly, this paper focuses on 

comparing the sentiment of texts. Secondly, we are 

not aware of any revious work on using the analogy 
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approach to generate text, leading to the Analogy 

Materials Corpus (AMC) used in this paper. Finally, 

we compare the human and machine AMC texts using 

sentiment.  

This paper is structured as follows. Firstly we 

discuss the background for comparing human and 

LLM generated text. We describe HC3 corpus (and 

each of its constituent sub-collections), before 

describing how the human portion of AMC coprus 

was compiled. We then detail how an LLM was used 

to generate analogous texts before presenting an 

analysis of the AMC texts.  

We briefly describe our system before 

presenting and analysing our resutls on the HC3 

corpus before analysing the AMC results. Finaly 

some conclusions and future work are discussed.  

2 BACKGROUND 

Widespread adoption of LLM since ChatGPT has 

raised concerns about its output and the presence of 

any hidden biases therein. Studies of LLM have 

shown the larger and more powerful models possess 

some surprising abilities, such as the ability to 

interpret analogical comparisons (Webb et al, 2023), 

they have shown an ability in terms of Theory of 

Mind (Strachan et al, 2024). (Ichen & Holyoak, 2024) 

evaluated text that they were confident was not 

included in any LLM training data to evaluate GPT-

4’s ability to detect & explain any contained 

metaphors. We did not follow this effort to ensure the 

novelty of the query text as we wish to better reflect 

typical usage of these LLM, which includes a 

combination of novel and familiar text in each query. 

We argue that analogies offer a better mechanism 

to explore the sentiment of machine generated text. 

While the question-and-answer scenario restricts the 

range of possible responses to a prompt, generating 

novel analogies in contrast opens a much wider range 

of response types and topics. The semantic restriction 

that questions imposed on the range of possible 

answers is in effect removed by requesting the LLM 

to generate a comparable story both one that requires, 

or is even founded upon, a reasonable semantic 

distanced between the original and generated stories. 

Thus, we argue, that generating analogous stories 

to a presented text imposes fewer constraints on the 

responses and thereby uncovers a more faithful 

reflection of the contents and biases contained within 

the LLM machine itself. Later in this paper we shall 

detail the Analogy Materials Corpus (AMC) that 

contains parallel human and machine generated text, 

containing analogous pairs of English texts. 

3 PARALLEL CORPORA OF 

HUMAN AND MACHINE TEXT 

This section describes two corpora of parallel human 

and machine generated text. Firstly, the pre-existing 

the Human ChatGPT Comparison Corpus (HC3) 

(Guo et al, 2023), which was produced under a 

question-answer scenario, by recording comparable 

answers to a given list of questions.  

3.1 HC3 Corpus 

The Human ChatGPT Comparison Corpus (HC3) is a 

collection of we collected 24,322 questions, 58,546 

human answers and 26,903 ChatGPT answers (Guo 

et al, 2023). The corpus contains paired responses 

from both human experts and ChatGPT, allowing 

comparison of broad trends in the ability to each to 

generate text. Questions were grouped according to 

theme, including; open-domain, financial, medical, 

legal, and psychological areas. Their lexical analysis 

showed that ChatGPT uses more NOUN, VERB, 

DET, ADJ, AUX, CCONJ and PART words, while 

using less ADV and PUNCT words. 

Sentiment analysis of text in (Guo et al, 2023) 

used a version of Roberta that was fine-tuned on a 

Twitter corpus. Additionally, their sentiment analysis 

focused on the collection as a whole and didn’t 

examine the individual sub-collections. Limitations 

of the previous work include difficulty in reproducing 

the results (because of fine-tuning) and difficulty in 

benchmarking results against more established 

sentiment analysis models. Our sentiment analysis 

uses Vader (Hutto and Gilbert, 2014) one of the most 

widely used sentiment analysis models. This is 

compared with the newer TextBlob (Loria, 2018) 

model.  

Table 1: Word count on the HC3 texts. 

 Medicine Finance Open_qa Wiki_csai 

 H G H G H G H G 

M 82 196 176 233 31 356 193 183 

SD 46 76 160 100 19 161 124 49 

 

The HC3_medical group contains text with 

strongly positive and strongly negative sentiments 

while the finance collection is dominated by a neutral 

sentiment. 

The human texts contained an average of 120.5 

words while the GPT texts were approximately twice 

that length at 241.3 words. 
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4 ANALOGY MATERIALS 

CORPUS (AMC) 

Abgaz et al (2017) examined the characteristics of 

analogies between the text of publications in 

computer graphics. (O’Donoghue et al, 2015) showed 

how analogies can help stimulate creative thinking. 

Mitchell (2023) argues that large language models do 

not properly match human ability to form abstractions 

and use analogies. But recent studies (Webb et al, 

2023) have shown that the bigger LLM models like 

ChatGPT possess the ability to correctly interpret 

analogical comparisons, including those between text 

stories.  

In this paper we used an LLM to generate stories 

that are intended to be analogous to presented (human 

authored) stories.  

As stated earlier, we see the generation of 

analogies as a powerful mechanism for evaluating the 

preferences and biases in LLM. Unlike the Question 

answer scenario that constrains the topic and arguably 

biases the expression of an answer, the hallmark of 

analogy is the presence a noticeable semantic 

difference between the presented information and its 

newly created analogous version.  

The Structure Mapping Theory (Gentner, 1983) 

of analogy identifies the hallmarks of analogy as a 

semantic difference coupled with identifiable parallel 

systems of information between the two analogous 

scenarios. 

We created the Analogy Materials Corpus 2 

(AMC), composed of 169 short text stories selected 

from almost 40 distinct publications reporting 

empirical cognitive studies, including those reported 

by (Webb et al, 2023). These were first written by 

analogy researchers who were exploring the factors 

influence the human ability to interpret analogical 

comparisons and these materials (in the form of pairs 

of texts) were subsequently used on human 

experimental participants. Some of these experiments 

presented a target problem with alternate sources, to 

ascertain conditions that induce the expected solution 

in subjects. Other experiments couple a source 

solution with alternate target problems to see which 

are solved. Different participant groups are given 

different materials with solutions rates being studied, 

to ascertain different factors impacting on the analogy 

process. These working memory factors and the order 

of presentation of information (Keane, 1997) to the 

role of related sources on inducing general rules and 

their impact on subsequent reasoning (Gick and 

Holyoak, 1983). 

 

2 https://www.kaggle.com/diarmuidodonoghue/datasets  

Stories were selected from within these materials 

and Llama2 was used to generate novel source stories 

that were analogous to each presented text. The 7bn 

parameter version was used with the temperature set 

to Zero (for reproducible results) but other LLM 

parameters were generally left with default values. 

This produced parallel corpus of human and machine 

authored texts and this paper treats the pre-existing 

human written sources and the machine generated 

stories as a kind of parallel corpus.  

For reproducibility, the temperature parameter 

was set to 0. Initial testing indicated that best results 

were produced by setting: role to user and model was 

set to instruct. Responses from Llama2 were 

frequently accompanied by standard pre-pended text 

such as “Sure. Here is a story that is analogous to the 

given story:”. Because these statements were not 

related specifically to the query and because they 

appeared in many answers, they were removed from 

each machine generated output. 

4.1 Word Count and Vocabulary Size 

The corpus contains 338 distinct text stories, in two 

paired collections of 169 texts each. The human texts 

had an average of 254.2 (SD=96.9) words, ranging in 

size from 67 to 882 words. The machine texts had an 

average size of 160.0 (SD=100.1), ranging in size 

from 17 to 523 words. 

The average number of unique words in the 

human texts was 89.1 (SD=44.9) ranging from 16 to 

233 unique words. The machine generated texts 

averaged 126.7 (SD=30.1) words, ranging in size 

from 49 to 228 distinct words.  

 

 

Figure 1: Machine generated texts were longer than the 

human texts (left) and used a larger vocabulary than the 

human texts. 

We conclude that the LLM generated stories are 

highly comparable in size to the presented text. 

Furthermore, an ad hoc analysis of the generated 

stories suggested the presence of a semantic 
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difference between the original and machine 

generated texts.  

4.2 Part of Speech Analysis 

We also performed a lexical analysis on the human 

and machine produced texts, as was performed in 

(Guo et al, 2003). We focus our analysis on the main 

lexical categories of; noun, verb, pronoun, 

adpositions as these are some of the lexical categories 

of greatest relevance to interpreting analogical 

comparisons. NLTK was used to perform the lexical 

analysis.  

 

 

Figure 2: Lexical comparison of the human (grey) and 

machine (green) generated texts from the Analogy 

Materials Corpus. 

Figure 2 depicts the number of words in each of 

the four analyzed lexical categories. The first split 

violin plot quantifies the number of nouns contained 

in each text. The left side of each violin (grey) 

quantifies the number of words in each text written by 

a human, while the right side of each violin (green) 

depicts the number of nouns in each of the machine 

generated texts.  

These results show a high degree of similarity 

between the number of words in each of these 

categories. In this paper it was not necessary to 

validate whether the original and machine generated 

texts were in fact truly analogous to one another – or 

if they were merely similar to one another in some 

unspecified but abstract way. 

4.3 Pairwise Differences 

We performed a more detailed pairwise comparison 

of the difference in size between the human and 

machine originated text, with the results summarised 

in the table below. These again reflect the fact that 

machine generated texts are slightly larger than the 

corresponding human texts. 

Table 2 details the size differences between the 

paired texts for each of the examined lexical 

categories, as well as for total number of words. 

Overall we find that the machine generated texts 

are longer than the human texts.  

Table 2: Differences between the human and ACM texts. 

 Words Adp Noun Pron Verb 

Mean -94.1 -7.9 -23.9 -6.1 -19.8 

SD 119.8 14.5 34.7 10.0 23.0 

5 SYSTEM DESCRIPTION 

A system was written in Python version 3.9.13 to 

determine the sentiment scores for each individual 

text in the HC3 corpus and in the AMC corpus. This 

system used the libraries; NLTK (Natural Language 

Tool Kit) 3.8.1 and its sentiment.vader library and 

TextBlob (PatternAnalyser) version 0.18. All 

experiments were performed on a standard laptop 

computer and all execution times were in the order of 

seconds and are not reported further.  

VADER (Valence Aware Dictionary and 

sEntiment Reasoner) is a lexicon and rule-based 

sentiment analysis tool. TextBlob is a general-

purpose text progressing system that includes a 

sentiment analysis system.   

Vader returns scores ranging of -1 for the most 

negative sentiment and +1 for the most positive. 

Similariy, TextBlob returns polarity scores also in the 

range from -1 to 1. The following results were 

produced by these two systems. The two systems 

occasionally reveal the same insight into human and 

machine generated text, put frequently the two 

systems give somewhat different insights.   

6 RESULTS AND ANALYSIS 

We now present the results and analysis of the 

sentiment analysis of the two corpora. We begin with 

the HC3 results and each of its constituent collections, 

followed by the AMC analogy results. 

6.1 HC3 - Overall 

Vader (Hutto and Gilbert, 2014) and TextBlob (Loria, 

2018) showed very different results on the HC3-

medicine corpus. Vader identified stronger positivity 

on three machine generated texts, but humans showed 

more positivity on the other medicine collection.  

Table 3 details sentiment scores for the 4 

collections in HC3, with H indicating human text and 

G for machine generated text. 
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Table 3: Average Vader Sentiment on the HC3 texts. 

 Medicine 

 

Finance Open_qa Wiki_csai 

 H G H G H G H G 

Mean .34 .08 .46 .74 .11 .38 .49 .67 

SDev .60 .79 .57 .45 .40 .55 .54 .47 

 

Table 4 shows sentiment values generated by 

TextBlob for each of the HC3 collections. TextBlob 

scores were more neutral than the corresponding 

Vader scores. 

Table 4: Average TextBlob Sentiment on the HC3 Corpus. 

 Medicine 

 

Finance Open_qa Wiki_csai 

 H G H G H G H G 

Mean .14 .12 .10 .12 .05 .09 .05 .07 

SDev .46 .53 .44 .45 .23 .41 .40 .45 

6.1.1 Levels of Agreement  

We compared the sentiment of human and machine 

text for the HC3 corpus, dividing the resulting 

differences into three categories, as follows: 

 

Strong Disagreement: difference > 0.5 

Disagreement:  <= 0.1 difference <= 0.5  

Strong Agreement:  difference <= 0.1 

 

This categorisation divided the overall HC3 

corpus into three approximately equally sized 

categories, accounting for between 31% and 35% of 

the overall corpus in each of the three categories.  

Table 5: Sentiment comparison between human and 

machine text using Vader. 

 Medicine Finance Open_qa Wiki_csai 

Strong  

Disagree 
55.05 36.49 43.15 31.21 

Disagree 29.89 32.87 43.89 35.50 

Strong 

Agree 
15.06 30.64 18.98 33.38 

 

Table 5 shows the greatest degree of dissimilarity 

between human and machine text in the Medicine 

collection, while Finance and Wiki_csai showed the 

greater levels of agreement in sentiment. 

6.2 HC3 - Medicine 

Looking more closely at HC3-medicine, Vader 

identified more positivity in human texts (M=0.34, 

SD=0.6) and more neutral sentiment in the GPT text 

M=0.08, but also showed machine had greater 

variation (SD=0.79). In contrast, TextBlob showed 

almost the opposite trend, with neutral scores 

dominating and few positive and negative scores for 

both human and machine text.  

Figure 3 below shows the distribution of 

sentiment scores for these texts. Figure 3 contains two 

graphs; the left bar-graph depicts the Vader results 

while the right shows the TextBlob results. Within 

each graph the human results are depicted in blue 

while results produced on machine generated text are 

shown in red. 

The Vader results show that human text had a 

larger number of neutral scores while the machine 

generated text had more highly negative and far more 

highly positive scores. The TextBlob results show a 

different pattern, with most scores centered on neutral 

sentiments. TextBlob generally showed a greater 

Sentiment was evident in the human written text.  

  

  
Figure 3: HC3_medicine scores of human (blue) and 

machine (red) generated text, using Vader (left) and 

TextBlob (right) polarity scores. 

A Mann-Whitney analysis of the human and 

machine scores on HC3 - Medicine gave a two-tailed 

z-score of 1.07469. and the p-value is < 0.14. Thus, 

the difference in sentiment scores was not significant 

at p < 0.1.  

6.3 HC3 – Finance 

Figure 4 (and the subsequent diagrams in this section) 

also depict Vader results on the left and TextBlob on 

the right. Vader results show that ChatGPT text 

showed a far higher incidence of highly positive 

scores. The majority of both human and machine text 

showed that there were few texts with low levels of 

positive or with negative sentiment. 

TextBlob scores indicate high levels of neutral or 

slightly positive sentiment on both human and 

machine text. However, the machine text seems to 

display very slightly more positive sentiment. Overall 

however, there appeared to be broad agreement under 

sentiment between human and machine generated 

text for this sub-collection.  
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Figure 4: Vader and TextBlob found similar pattern of 

sentiment scores on HC3_Finance between the human and 

machine generated text.  

A Mann-Whitney analysis of the human and 

machine scores on HC3_Finance gave a two-tailed z-

score of -6.9308 and the p-value is < 0.0001. Thus, 

the difference was significant at p < 0.1. So, there is a 

statistically significant difference in the sentiment 

scores between these two collections.  

6.4 HC3 – Open_qa 

Vader results (Figure 5) show the human text was 

dominated by a neutral sentiment well the machine 

text was dominated by very positive sentiment. 

TextBlob analysis loosely echoed the dominance of 

neutral sentiment in the human text, while the 

sentiment of machine text was centered on a very 

slightly positive sentiment. 

In this collection we see a moderate degree of 

agreement between Vader and TextBlob, both 

showing human texts to be predominantly neutral. 

However Vader detected a greater degree of positivity 

than Texblob. 

  

Figure 5: Comparing HC3_Open_qa scores on human and 

machine generated text, using Vader (left) and TextBlob 

(right). 

A Mann-Whitney analysis of the human and 

machine scores on HC3_Wiki_open_qa gave a two-

tailed z-score of -6.9308 and the p-value is < 0.0001. 

Thus, the difference was significant at p < 0.1. So, 

there is a statistically significant difference in the 

sentiment scores between these two collections. 

6.5 HC3 – Wiki_csai 

Figure 6 shows the sentiment analysis results on the 

wiki_csai collection from HC3. Vader scores the 

dominance of positive sentiment for both human and 

machine generated text. However the machine 

generated text exhibits a greater number of highly 

positive scores.  

TextBlob analysis showed a similar trend 

between human and machine texts, centered on the 

dominance of very slightly positive scores. However 

human texts displayed a greater incidence of this 

sentiment then was found in the machine texts.  

 

 

Figure 6: HC3_csai human and machine text scores, using 

Vader (left) and TextBlob (right). 

A Mann-Whitney analysis of the human and 

machine scores on HC3_Wiki_csai gave a two-tailed 

z-score of -6.9308 and the p-value is < 0.0001. Thus, 

the difference was significant at p < 0.1. So, there is a 

statistically significant difference in the sentiment 

scores between these two collections. 

6.6 Analogy Materials Corpus (AMC) 

Finally, Vader analysis (Figure 7) of the AMC corpus 

revealed the machine generated text showed a large 

number of highly positive sentiments. While the 

human text showed a large positive sentiment, it also 

had a broader distribution of sentiment scores.  

  

Figure 7: The machine generated AMC text showed a 

strong bias towards highly positive sentiment scores. 

TextBlob analysis (Figure 8) indicated the human 

and Llama2 text both had a tendency towards a 

neutral sentiment. However, Llama2 text was slightly 

more positive than the original human texts.  

While the sentiment in these results were far from 

identical it did show a surprising degree of agreement, 

given the very general nature of the task of generating 

analogous text. However this level of agreement 

should be seen in the light of the original texts being 

dominated by sentiment scores very close to 0 and 

KDIR 2024 - 16th International Conference on Knowledge Discovery and Information Retrieval

340



with these scores also displaying something akin to a 

normal distribution. 

 

  

Figure 8: TextBlob polarity on human and machine AMC 

text. 

A Mann-Whitney analysis of the human and 

machine scores on the AMC corpus gave a two-tailed 

z-score of -4.42117 and the p-value is < 0.0001. Thus, 

the difference was significant at p < 0.1. So, there is a 

statistically significant difference in the sentiment 

scores between these human and machine texts. This 

was an interesting result as generating source analogs 

was seen as giving a great deal of freedom to the LLM 

in terms of its chosen subject matter and the manner 

in which that was expressed.  

7 CONCLUSIONS 

We present a comparison between text written by 

humans with comparable machine generated text. The 

objective in this paper was to assess Large Language 

Machines, like ChatGPT and Llama2, for biases and 

significant differences that distinguish their output 

from human text. This paper focuses on sentiment of 

the text, using two established sentiment analysis 

systems, Vader and TextBlob, to perform the 

analysis. 

Two corpora were used; firstly the existing 

Human ChatGPT Comparison Corpus (HC3) corpus, 

containing human and machine responses to 

questions. Secondly we present the Analogy 

Materials Corpus (AMC) containing human writes 

texts used in psychology experiments, with the 

Llama2 LLM being tasked with generating analogous 

texts to the presented stories. 

Many instances of statistically significant 

differences between the sentiment of human and 

machine text were identified. In general, machine 

generated text seemed to exhibit a more positive 

sentiment than the comparable human text. These 

differences were often relatively small in magnitude, 

but the HC3_medicine collection showed the greatest 

difference in the pattern of sentiment scores.  

Based on these findings we additionally 

conclude that any putative use of LLM generated 

content in the place of retrieved (human) information 

needs to carefully consider (the often subtle) 

differences between human and LLM generated 

content. 
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Abstract: While Large Language Models have demonstrated significant advancements in Natural Language Generation,
they frequently produce erroneous or nonsensical texts. This phenomenon, known as hallucination, raises
concerns about the reliability of Large Language Models, particularly when users seek accurate information,
such as in academic literature retrieval. This paper addresses the challenge of hallucination in Large Language
Models by integrating them with Knowledge Graphs using prompt engineering. We introduce GPTscholar, an
initial study designed to enhance Large Language Models responses in the field of computer science academic
literature retrieval. The authors manually evaluated the quality of responses and frequency of hallucinations on
40 prompts across 4 different use cases. We conclude that the approach is promising, as the system outperforms
the results we obtained with gpt-3.5-turbo without Knowledge Graphs.

1 INTRODUCTION

Despite the remarkable success of Large Language
Models (LLMs) for Natural Language Generation in
recent years, it has been shown that these models will
frequently generate nonsensical or inaccurate texts, a
phenomenon known as hallucination (Ji et al., 2023).
These models become unreliable, as they are prone
to answer a user prompt in a confident tone with in-
correct information. Particularly on prompts related
to academic literature, LLMs commonly refer to non-
existing titles, digital object identifiers (DOI), and au-
thors or confuse information from different publica-
tions. Given the importance of accurate information
in this domain, such a response from the LLM may
bring no value to the user, or, worst case, be even mis-
leading (Emsley, 2023; Goddard, 2023).

An approach to mitigate hallucinations in LLMs is
to combine them with Knowledge Graphs (KG) (Pan
et al., 2023). By interconnecting typed entities and
their attributes in a structured way (Pan et al., 2017),
KGs may be used to inform the model or restrict its
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output, preventing it from generating inaccurate in-
formation. In this paper, we explore the potential
to improve LLMs’ responses in the domain of com-
puter science academic literature retrieval by mak-
ing it query a KG to retrieve the relevant facts about
publications. We introduce GPTscholar, a proof-of-
concept system for natural language queries and an-
swers in the same domain.

Section 2, presents and discusses similar solutions
to reduce LLM hallucinations by leveraging KGs,
which were applied to different domains. In Sec-
tion 3, we explain the architecture and implementa-
tion details of the solution. In Section 4, we describe
the experiment we conducted in order to evaluate the
solution. In Section 5, the obtained results are pre-
sented. These results are discussed in Section 6. Fi-
nally, in Section 7, the main conclusions of the study
are presented.

2 RELATED WORK

Despite the capabilities of LLMs, significant concerns
have emerged regarding their propensity to generate
non-factual or misleading content. This issue, known
as the factuality problem, can lead to misunderstand-
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ings and potentially harmful consequences, especially
in domains that demand high levels of accuracy such
as health, law, and finance (Wang et al., 2023).

Researchers have explored strategies to mitigate
LLM hallucinations across various domains by in-
corporating knowledge graphs (KGs). Leveraging
KGs as a source of external knowledge holds promise
for enhancing LLM performance. KGs offer struc-
tured information about entities and their relation-
ships, which aids LLMs in reasoning more effectively
and significantly reduces hallucinations.

According to Agrawal, G., Kumarage, T., Al-
ghami, Z., and Liu, H. (Agrawal et al., 2023),
there are three primary approaches for leveraging
Knowledge Graphs (KGs) to enhance Large Lan-
guage Models (LLMs): Knowledge-Aware Inference,
Knowledge-Aware Learning, and Knowledge-Aware
Validation. These methodologies are distinguished by
their respective stages within the retrieval pipeline ar-
chitecture, particularly concerning the point at which
the KG is integrated. Knowledge-Aware Inference
involves incorporating KGs at the input stage to en-
rich the context provided to the LLM. By supply-
ing additional relevant information, it aids the model
in better comprehending the prompt, thereby reduc-
ing the likelihood of irrelevant or nonsensical out-
puts. Knowledge-Aware Learning focuses on em-
bedding KGs into the training process of LLMs.
Introducing factual knowledge during training en-
hances the model’s capacity to learn and generate
accurate responses, leading to more reliable out-
puts. Knowledge-Aware Validation establishes mech-
anisms to verify the LLM’s outputs using KGs. By
cross-referencing the generated content with factual
information contained within the knowledge graph,
this approach significantly improves the model’s rea-
soning and accuracy.

This study follows the first approach, Knowledge-
Aware Inference, leveraging KGs at the input stage.
Martino, A., Iannelli, M. and Truong, C. (Martino
et al., 2023) proposed a similar approach that aimed
at reducing hallucinations and improving responses to
online customer reviews. To do so, information from
a KG is mapped to a templated prompt that serves as
input to the LLM, providing context about the place
that is being reviewed. A manual evaluation process
was conducted by domain experts, who rated each re-
sponse and tallied the number of correct and incorrect
assertions. They concluded that the KG-enhanced
LLM responses had more correct assertions, fewer in-
correct assertions, and better response ratings.

Brate, R. et al. (Brate et al., 2022) leverage Wiki-
data to improve language models on the task of movie
genre classification. SPARQL queries extract movie

information from Wikidata, and the results are fed
into a templated prompt to the language model. The
evaluation was done on a subset of the ML25M
dataset (Harper and Konstan, 2016). They concluded
that the context from the KG improved the results un-
less too much information was given relative to the
size of the language model.

The study presented is distinct from the aforemen-
tioned works in that it is the LLM that produces both
the SPARQL query to the KG and the final response
to the user, as well as the fact that it is applied to the
domain of academic literature retrieval.

3 GPTscholar

The main idea behind the system presented here is
that when a user writes a prompt, two prompts are sent
to an LLM under the hood before giving the answer to
the user. The first prompt queries a KG to obtain accu-
rate information from a reliable source, while the sec-
ond prompt produces an answer to the user using this
information to avoid hallucinations. For the LLM,
we used OpenAI’s gpt-3.5-turbo1. For the KG, we
used the DBLP Computer Science Bibliography (Ley,
2002), which is accessible through a SPARQL end-
point2 and contains bibliographic information on ma-
jor computer science publications, counting with over
seven million publications and over three million au-
thors. We devised a flow with five steps based on this
idea, as illustrated in Figure 1.

System

LLM

KB

Input  Output

T1

1. Prompt 
Engineering

T2

2. Query LLM

3. Query KG

4. Prompt 
Engineering

5. Query LLM

Figure 1: Flow from the initial user input to the final output,
with the five steps described in Section 3. T1 and T2 repre-
sent the templated prompts to the LLM.

In the first step, the user prompt is converted into
a prompt for the LLM to generate SPARQL code to
get relevant information from the KG, using the tem-
plate shown in Figure 2. Some instructions are given
so that the LLM does not include natural language
in the response, the duplicated DOIs are eliminated,

1https://platform.openai.com/docs/models/gpt-3-5
2https://sparql.dblp.org
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year operations are done in a way supported by DBLP,
and some constructs that aren’t supported are explic-
itly avoided. An example of a generic SPARQL query
is also given, as well as the list of properties and pub-
lication types supported.

Create a SPARQL query to access the DBLP database and answer the given
prompt. Your answer will be automatically fed to a SPARQL endpoint, so do not
include any natural language text in your response. Note that there are multiple
possible entries for ?doi. Only present the minimum ?doi per publication, so
do not forget the GROUP BY. Note that the ?author may not have ?orcid. Note
that converting ?year to an integer is not supported, so when comparing it,
always compare with another string. Never include language tags such as @en
or @fr in your answers, as it is not present in the database. IN and NOT IN
operations are not supported. Do not substitute variables for strings directly,
always use FILTER instead.

Here is an example of accessing the SPARQL endpoint:

PREFIX rdf : <ht tp ://www. w3 . org /1999/02/22− rdf −syntax −ns#>
PREFIX r d f s : <ht tp ://www. w3 . org /2000/01/ rdf −schema#>
PREFIX dblp : <ht tps :// dblp . org/rdf/schema#>

SELECT ? t i t l e ( min ( ? dois ) as ? doi ) ? year ? publishedIn ?
authorName ? orc id WHERE {

? p u b l i c a t i o n
dblp : doi ? dois ;
dblp : t i t l e ? t i t l e ;
dblp : authoredBy ? author ;
dblp : yearOfPubl ica t ion ? year ;
dblp : publishedIn ? publishedIn .

? author dblp : primaryCreatorName ?authorName .
OPTIONAL { ? author dblp : orc id ? orc id }

} GROUP BY ? t i t l e ? type ? year ? publishedIn ?authorName ?
orc id

ORDER BY DESC( ? year ) ? t i t l e

The publications only contain the following properties: dblp:title
dblp:doi dblp:authoredBy dblp:publishedIn dblp:yearOfPublication
rdf:type rdfs:label dblp:bibtexType dblp:numberOfCreators
dblp:primaryDocumentPage dblp:pagination

The authors only contains the following properties:
dblp:primaryCreatorName dblp:orcid

?type can only be one of the following: dblp:Article dblp:Inproceedings
dblp:Incollection dblp:Book dblp:Data dblp:Editorship dblp:Informal
dblp:Publication dblp:Reference dblp:Withdrawn

The prompt to answer is as follows:
<prompt>{user_prompt}</prompt>

1

Figure 2: Template for the first prompt to the LLM, which
tells it to generate a SPARQL query based on the user
prompt. user prompt is replaced with the original user
prompt.

In the second step, this prompt is fed to the LLM,
and some processing is done to the response, such as
stripping the markdown marks for code blocks, fix-
ing the SPARQL prefixes if needed, and changing the
query results limit to 100 to take into account that
each publication has one result per author.

In the third step, the KG is queried, and its results
are condensed in JSON format, where the authors of
the same paper are merged into the same entry. The
results are then truncated to the limit originally im-
posed by the LLM if any, or 10 entries to avoid ex-
ceeding the maximum tokens supported in a prompt
to the LLM.

In the fourth step, these results are combined with
the original user prompt using the template shown in
Figure 3. The answer is asked to be in natural lan-
guage, avoiding technical details such as code or ref-
erences to the DBLP database. Instructions for the

answer to give when an error occurs and to include
ORCID as a link on the author’s name whenever pos-
sible are also given.

Answer the given prompt based on the results retrieved from the DBLP
database using the query you previously gave. Your answer will be sent to the
end user, so write it in natural language. Avoid writing code. Never mention
that results or errors come from DBLP database, as it is just an implementation
detail. If there is an error, apologize to the user without mentioning DBLP
database. For each author with an ORCID, make it an hyperlink on the name.

These were the results from the database:
{kb_bindings}
The prompt to answer is as follows:
<prompt>{user_prompt}</prompt>

2

Figure 3: Template for the second prompt to the LLM,
which tells it to generate a response based on the KG re-
sults and the user prompt. user prompt is replaced with the
original user prompt, while kb bindings is replaced with the
results of the KG after processing.

In the final step, the resulting prompt is fed into
the LLM, and its result is output to the user.

The system, named GPTscholar3, includes a sim-
ple web server to showcase how the solution would be
used and viewed by an end user, with the frontend im-
plemented in React4 and the backend in Flask5. This
backend interfaces with the LLM and KG to repro-
duce the flow described in the previous paragraph.

4 EXPERIMENT

We prepared 40 prompts across 4 different use cases
(10 prompts each) for academic literature retrieval
to evaluate the system, using OpenAI’s gpt-3.5-turbo
without prompt engineering as a baseline. The use
cases comprise the following:

1. Get publications based on the author (e.g. “Give
me 3 papers authored by Wayne Xin Zhao.”);

2. Get publications based on their domain (e.g.
“Give me articles about generative music.”);

3. Get publications based on their attributes (e.g.
“Retrieve articles from ROBIO published before
the year 2018”);

4. Get publications based on information from an-
other publication (e.g. “Enumerate papers writ-
ten by the same authors of ‘From the Semantic
Web to social machines: A research challenge for
AI on the World Wide Web.”’).

In the experiment, our system uses OpenAI’s gpt-3.5-
turbo as the LLM and DBLP’s SPARQL endpoint as
the KG. We employed the schema released on Oc-
tober 17, 2023, which includes 61 classes, 45 object

3https://github.com/Goncalerta/GPTScholar
4https://react.dev
5https://flask.palletsprojects.com/en/3.0.x
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Table 1: Results of the experiment for each use case. B denotes the baseline (gpt-3.5-turbo), while S denotes the GPTscholar
system.

Use Case
1 2 3 4

B S B S B S B S

Prompts

Correct 2 6 1 8 2 4 0 4
Incorrect 4 0 9 0 2 0 4 4
No Results 4 4 0 2 6 7 6 2
Total 10 10 10 10 10 10 10 10

Mentioned Publications

Correct 6 46 40 47 14 16 4 35
Hallucinated Title 12 0 20 0 12 0 7 6
Partially Incorrect 2 0 24 0 0 0 2 0
Total 20 46 84 47 26 16 13 41

properties, and 28 datatype properties. Additionally,
we used DBLP’s RDF dump from December 1, 2023,
which contains a total of 378,406,765 triples, includ-
ing 3,384,740 person entities, 6,972,941 publication
entities, and 9,355,764 external URIs.

After running the prompts through the system and
the baseline, we evaluate the results manually by ana-
lyzing each response to assess its quality and the fre-
quency of hallucinations. For each use case, we count
the number of responses that:

• correctly answered the respective prompt;

• answered the prompt with incorrect information;

• found no results.

To assess the frequency of hallucinations, the to-
tal number of publications mentioned and the num-
ber of publication titles mentioned that do not exist
were evaluated, as well as the number of publications
whose titles exist but have incorrect information.

5 RESULTS

The results can be found in Table 1, comparing our
system, S, to the baseline B. For each use case, the ta-
ble shows the number of prompts where each system
gave a correct result, an incorrect result, and where
it did not give any result. The table also shows the
number of publications mentioned by each system in
the given use case. These mentions are categorized
into correct publications, publications where the title
has been hallucinated and does not exist, and publi-
cations that exist, but some of the details provided by
the system were incorrect.

GPTscholar significantly outperformed the base-
line in every use case. In total, our system got
55% of the prompts correct, while the baseline only
got 12.5%. In the first three use cases (retrieving
publications based on the author, their domain, and

their attributes), the system did not hallucinate pub-
lications nor mention incorrect information in any
prompt, while in the last use case (retrieving publi-
cations based on information from another publica-
tion), which requires more complex reasoning with
indirect steps, it produced fewer incorrect results than
the baseline. Even when GPTScholar couldn’t answer
correctly, it would more likely present no results to the
user than present wrong results.

6 DISCUSSION

Given that the system queries an LLM twice and a
KG once, it has more points of failure than the base-
line. However, our system achieved significantly bet-
ter results than the baseline since it is augmented with
knowledge about publications. This suggests that the
task of retrieving publications without hallucinating
and without consulting a KG is more difficult for
state-of-the-art LLMs than the tasks of generating a
SPARQL query and generating an answer based on
information present in the prompt.

We manually analyzed the intermediate step from
our system in the prompts with incorrect final results.
All incorrect results from the system generated incor-
rect SPARQL code or used SPARQL operations not
supported by the SPARQL endpoint, which suggests
this is the intermediate step with the biggest potential
for improvement.

While GPTscholar outperformed the baseline, it
had the downside of being significantly slower due
to querying the LLM twice and the KG once. This
can lead to a worse user experience, especially since
the final output can only start being written in the last
query to the LLM.
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7 CONCLUSION

Leveraging KGs to enhance LLMs is a promising ap-
proach to increasing the accuracy of responses and re-
ducing hallucinations and incorrect facts. In this doc-
ument, a system is introduced to retrieve academic lit-
erature information through natural language queries
and responses. After the evaluation of the solution, it
can be concluded that the proposed approach halluci-
nates less frequently than an LLM without KGs.

For future work, different prompt templates could
be tried and compared, namely to improve the gen-
eration of SPARQL code. We also envision the ex-
pansion of the DBLP knowledge base to include the
abstract or even the body of the publication, which
would allow the LLM to answer queries that require
reasoning about the content of publications. An-
other possibility would be the integration of knowl-
edge bases of academic publications in fields other
than computer science. Additionally, we could ana-
lyze and assess the limitations associated with having
intermediate steps, as these introduce multiple points
of failure. By identifying and evaluating the error po-
tential at each stage, we can pinpoint the most critical
step and focus our efforts on improving the overall
system.
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Abstract: Misinformation, often spread via social media, can cause panic and social unrest, making its detection crucial.
Automated detection models have emerged, using methods like text mining, usage of social media user prop-
erties, and propagation pattern analysis. However, most of these models do not effectively use the diffusion
pattern of the information and are essentially black boxes, and thus are often uninterpretable. This paper pro-
poses an ensemble based classifier with high accuracy for misinformation detection using the diffusion pattern
of a post in Twitter. Additionally, the particular design of the classifier enables intrinsic explainability. Further-
more, in addition to using different temporal and spatial properties of diffusion cascades this paper introduces
features motivated from the science behind the spread of an infectious disease in epidemiology, specially from
recent studies conducted for the analysis of the COVID-19 pandemic. Finally, this paper presents the results
of the comparison of the classifier with baseline models and quantitative evaluation of the explainability.

1 INTRODUCTION

Misinformation refers to inaccurate or misleading
news that is propagated through various digital or ana-
log communication channels. Misinformation is cor-
rosive as it has a propensity to cause panic in the pop-
ulation and social unrest. Studies point out that people
refrain from spreading misinformation if they know it
to be false (Zubiaga et al., 2016). However, identify-
ing false news is non-trivial and this motivates the ef-
fort of misinformation detection. Journalists and fact-
checking websites such as PolitiFact.com can be used
to track and detect misinformation. However, their
underlying methodology is manual, thus being prone
to poor coverage and low speed. Therefore, it is nec-
essary to develop automated approaches to facilitate
real-time misinformation tracking and debunking.

Most of the previous work related to automated
misinformation detection focuses on news content,
user metadata, source credibility and propagation cas-
cades. These methods mostly do not consider or tend
to oversimplify the structural information associated
with misinformation propagation. However, the prop-
agation patterns have been shown to provide useful
insights for identifying misinformation.

A landmark study conducted on Twitter found that
the diffusion cascades of misinformation is different
from that of true information (Vosoughi et al., 2018).

Specifically, misinformation propagates significantly
farther, faster, deeper, and broader. Moreover, in a
separate recent study (Juul and Ugander, 2021) on the
same dataset used in (Vosoughi et al., 2018), the au-
thors found that these differences in diffusion patterns
on Twitter can be attributed to the “infectiousness”
of the posts (tweets). They concluded that misin-
formation is more “infectious” than true information.
While the mentioned studies provide empirical evi-
dence that misinformation can be differentiated based
on the propagation cascades and “infectiousness”, it
remains unclear how it can be properly used to create
verifiable automated detection mechanisms.

Additionally, modern AI systems solve complex
problems but often produce unexplainable results. For
misinformation detection, user trust in the model im-
pacts their view of an article’s credibility. Explain-
able AI (XAI) models produce interpretable results
(Mishima and Yamana, 2022). Previous XAI research
on misinformation detection has mainly focused on
content and social context, often overlooking propa-
gation cascades.

This motivated us to investigate this approach fur-
ther, focusing solely on diffusion patterns to identify
misinformation and provide explanations based on the
model’s intrinsic properties. In this study, we pro-
pose an ensemble misinformation detection model us-
ing spatio-temporal and epidemiological features of
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diffusion cascades with intrinsic explanation genera-
tions for users. Then, we compare the accuracy of our
proposed model against five state-of-the-art misinfor-
mation detection models. Finally, we validate the ex-
plainability of our model using quantitative metrics.

The contributions of this paper are as follows:

• Firstly, this study only uses propagation patterns
of social media posts to develop a misinformation
detection model as opposed to most prior work
which uses additional characteristics like content-
based, source based and style-based methods.

• Secondly, we propose an ensemble system for
misinformation detection by applying three clas-
sifiers, namely, K-nearest neighbour, decision tree
and multilayer perceptron (MLP). Furthermore,
the ensemble system is designed in a specific way
to always provide intrinsic explainability.

• Thirdly, this paper uses temporal and spatial prop-
erties of diffusion cascades, along with features
inspired by epidemiology, particularly insights
from recent COVID-19 studies.

The paper is structured as follows. Section 2 de-
tails the related work. Section 3 discusses the datasets
used in the study. Section 4 explains the tweet prop-
agation structures. Section 5 discusses the method-
ology to build the misinformation detection system.
Section 6 focuses on the model’s explainability. Sec-
tion 7 discusses the experimental results. Section 8
details the explainability evaluation. Finally, Section
9 concludes the paper.

2 RELATED WORK

2.1 Automatic Misinformation
Detection

Automatic misinformation detection on social media
platforms is grounded on the use of traditional classi-
fiers that detect fake news deriving from the pioneer-
ing study of information credibility on Twitter (Car-
los Castillo and Poblete, 2011). In following works
(Xiaomo Liu and Shah, 2015) (Ma et al., 2015), dif-
ferent sets of unique features were used to classify
whether a news is credible. Most of these prior works
attempted to classify the veracity of spreading news
using information beyond the text content, such as
post popularity, user credibility features, and more.
However, these studies did not take into account the
propagation structure of a post. In this paper, we
focuses on using the diffusion cascade of the posts
(tweets).

Nevertheless, some studies have investigated cap-
turing the temporal traits of a post. One study intro-
duced a time-series-fitting model (Kwon et al., 2013),
focusing on the temporal properties of a single fea-
ture – tweet volume. Another study (Ma et al., 2015)
expanded upon this model by using dynamic time se-
ries to capture the variation of a set of social context
features. In addition, another study (Friggeri et al.,
2014) characterized the structure of misinformation
cascades on Facebook by analyzing comments.

However, these studies does not effectively take
into account the relevance of the spread of misinfor-
mation to that of an infectious disease. In this study
we took motivation from the field of epidemiology
and account for the spatio-temporal features originat-
ing from the study of the spread of infectious diseases,
specifically from the recent studies conducted for the
analysis of the COVID-19 pandemic.

2.2 Explainability of Models

Approaches to explainable machine learning are
generally classified into two categories: intrinsic
explainability and post-hoc explainability. Intrin-
sic interpretability is achieved by constructing self-
explanatory models which incorporate interpretabil-
ity directly to their structures. In contrast, the post-
hoc XAI requires creating a second model to provide
explanations for an existing model which is consid-
ered as a black-box. Studies have shown that intrinsic
XAIs provide better explanations than post-hoc XAIs
(Du et al., 2018), however they have a trade-off with
accuracy. Moreover, existing XAI models for misin-
formation detection often overlook propagation statis-
tics. This motivated us to design an XAI model that
generates explanations solely from diffusion charac-
teristics of the tweet. The proposed model offers both
intrinsic explainability and high accuracy.

Nevertheless, evaluating XAI models remains cru-
cial, yet due to the nascent nature of this field, con-
sensus on explanation evaluation is lacking. A recent
survey (Mishima and Yamana, 2022) highlighted that
many XAI models lack standardized evaluation meth-
ods; they often rely on informal assessments or even
skip evaluation altogether. In this study, we use three
quantitative metrics to evaluate the explainability of
our model.

3 DATASET

For evaluation of our model we use the popular pub-
licly available datasets (Ma et al., 2017), Twitter15
and Twitter16, which have been widely adopted as
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standard data in the field of misinformation detection.
Some important characteristics of the dataset are men-
tioned in Table 1.

Table 1: Basic Statistics of the datasets.

Statistic Twitter15 Twitter16
# Users 306,402 168,659
# Tweets 331,612 204,820
Max. # retweets 2,990 999
Min. # retweets 97 100
Avg. # retweets 493 479

4 PROPAGATION STRUCTURE
REPRESENTATIONS

Propagation networks of information on social media
are represented in various ways. For this study we
employ the following two representations,

• Hop based structure

• Time based structure

4.1 Hop Based Structure

In this type of structure, the diffusion of a post is rep-
resented as a directed acyclic graph, with the root of
the tree being the source tweet and the corresponding
children being the retweets.

The advantage of using this representation lies in
its ability to readily leverage the spatial properties of
post diffusion. Additionally, this method of represen-
tation effectively captures the user-follower relation-
ship of tweets propagation in Twitter.

4.1.1 Analysis of the Representation

Figure 1a depicts a random news dissemination sam-
ple in hop based cascade representation. The source
tweet is located at the centre of the biggest cluster and
all other nodes represents the successive retweets.

The following observations were made,

• Maximum number of retweets are made directly
from the source tweet.

• Most of the graphs have at least one dense cluster
which does not include the source tweet i.e the
tree has at least one very popular retweet.

4.2 Time Based Structure

In this cascade representation, we calculate the time
delay between a retweet and its source tweet. Using
this delay, the retweet is positioned on the relevant
stack using a sampling time. The sampling time (d)

is chosen to be 60 minutes for this study. The ad-
vantage of using this representation is the ease of us-
ing the temporal properties of the diffusion of a post.
This representation effectively captures the life-cycle,
popularity of a post and the amount of interactions
accounted by the tweet over time.

4.2.1 Analysis of the Representation

Figure 1b depicts a random news dissemination sam-
ple in time based propagation representation.
Following are some observations:

• During the first couple of hours the tweet had the
farthest spread. That is, the news penetrated with
more traction in the social media.

• Most of the plots follow an approximation of
power law distribution.

Table 2: Feature Categorization.
Number Feature Type

1 Number of Nodes Spatial Feature
2 Total Diffusion Time Temporal Feature
3 Total Peaks Temporal Feature
4 Mean of timestamps delays Temporal Feature
5 Basic Reproduction Number Epidemiological Feature
6 Basic Transmission Rate Epidemiological Feature
7 Super Spreaders Epidemiological Feature
8 Growth Acceleration Epidemiological Feature
9 Average Growth Speed Epidemiological Feature
10 SD of Timestamps Delays Temporal Feature
11 RMSSD of Timestamps Delays Temporal Feature
12 Height Spatial Feature

5 METHODOLOGY

This section details the methodology of our explain-
able ensemble classifier.

5.1 Feature Selection

The following features are used as referred in Table 2
along with their corresponding feature type.

5.1.1 Number of Nodes

This represents the number of unique users involved
in the diffusion of information. Thus, for a news dis-
semination pattern Ni = {Ri,reT1,reTj, ..,reTM}

number of nodes = card(Ni) (1)

where Ri is the source tweet, reTj is a retweet and
card{S} is the cardinality of the set S.

5.1.2 Total Diffusion Time

This represents the total time taken for the informa-
tion to propagate in the network, i.e. the life time of
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(a) Hop Based Cascade sample (b) Time Based Cascade sample

Figure 1: Sample Propagation Structure Representations.

the news in Twitter.

Total Diffusion Time = t(reTM)− t(Ri) (2)

where t(x) is the timestamp of the tweet object x and
reTM is the last retweet

5.1.3 Total Peaks

This feature constitutes the number of nodes having
timestamp value greater than the graph mean times-
tamp. Thus,

TP = card{v ∈V | G(v,E)[time]> mean(G(V,E)[time])}
(3)

where V are the nodes in the diffusion cascade
G(V,E).

5.1.4 Basic Reproduction Number

In epidemiology, the basic reproduction number is the
expected number of cases directly generated by one
case in a population where all individuals are suscep-
tible to the disease (NG et al., 2006) More precisely, it
is the number of secondary infections produced by an
infected individual. This number is important in de-
termining how quickly a disease will spread through a
population. For this study we define the basic repro-
duction number (R0) as the number of retweets di-
rectly from the source tweet (Ri),

R0 = card{e ∈ E | e ∈ G(V,e)∧G(Ri,e)} (4)

where Ri is the source tweet and card{S} is the car-
dinality.

5.1.5 Basic Transmission Rate

The Susceptible-Exposed-Infectious (SIR) model is
used to render a simple model for the spread of a in-
fectious disease. The basic transmission rate (denoted

β) is defined as the number of effective contacts made
by an infected person per unit time in a given popu-
lation. In this study, we interpret basic transmission
rate as the number of retweets made during the first
day (T d) of the source tweet.

β = card{v ∈V | G(v,E)[time]⩽ G(Ri,E)[time]+T d}
(5)

where Ri is the source tweet and G(V,E) is diffusion
cascade.

5.1.6 Super Spreaders

In an investigation conducted (Brainard et al., 2023)
to analyze the transmission of coronavirus infec-
tions, researchers observed a significant impact on
the spread of the virus were attributable to individ-
uals identified as ‘super spreaders’. Super spreaders
are individuals with greater than average propensity to
infect. Within this study, we delineate super spread-
ers (SS) as the number nodes exhibiting an edge count
exceeding the average edge count.

SS = card{v ∈V | G(v,E)> mean(E)} (6)

where G(V,E) is the diffusion cascade and E are the
edges.

5.1.7 Growth Acceleration

In epidemiology, Growth Acceleration is defined as
the (cases \ day2). Recently, in a study it has been
shown that Growth Speed and Growth acceleration
are very effective for the analysis of the COVID-19
pandemic (Utsunomiya et al., 2020). In this study, we
consider the edges i.e the retweets as the cases and
define Growth Acceleration (GA) as follows,

GA =
V

∑
i=1

1
(G(v,E)[time]−G(Ri,E)[time])2 (7)

An Explainable Classifier Using Diffusion Dynamics for Misinformation Detection on Twitter

351



where G(V,E) is diffusion cascade and V are the
nodes.

5.1.8 Average Growth Speed

Additionally, as mentioned previously Growth speed
was also shown to be very effective in the analy-
sis of the COVID-19 pandemic (Utsunomiya et al.,
2020). In this study, we define Average Growth Speed
(avgGS) as follows,

avgGS =
heightG(V,E)

(avg. timestamps delays)
(8)

where (avg. timestamps delays) is the average of all
the timestamp delays and height of G(V,E) is the
length of the longest path from the root to the farthest
node in the diffusion tree.

5.1.9 Standard Deviation of Timestamps Delays

Using this feature we try to take into account the mea-
sure of the spread of values from the mean.

σ =

√
1

V −1

V

∑
i=1

(ti− t̄)2 (9)

where t are the individual timestamp delays of each
retweet from the source tweet.

5.1.10 RMSSD of Timestamps Delays

We also consider the root mean square of successive
differences between retweet timestamps (RMSSD).
In medical science, RMSSD is considered the pri-
mary time domain measure used to estimate the va-
gally mediated changes (Minarini, 2020). RMSSD
reflects the peak-to-peak variance in a time series
data. As mentioned in subsection 4.2.1, during the
initial stages of propagation, claims exhibit the widest
spread, with minimal successive differences between
retweets. Consequently, we integrated RMSSD as a
feature in our model to capture early-hour changes in
news dissemination flow.

RMSSD =
√

mean{diff{t1, t2, .., tN}2} (10)

where t are the individual timestamp delays of each
retweet from the source tweet.

5.1.11 Height

Represents the length of the path from source tweet to
its farthest retweet node.

Height =
reTn

∑
Ri

1 (11)

where Ri is the source tweet and reTn is the farthest
retweet.

5.2 Data Preparation

Firstly, The datasets contained four annotations
namely true rumours, non-rumours, false rumours
and unverified rumours. As our study focuses on bi-
nary classification, we re-annotated to two class labels
namely, true and fake news and disregarded the unver-
ified rumours. Secondly, we normalized the features
by scaling and translating. We used the Min Max Nor-
malization method. Finally, For a fair comparison,we
randomly split the datasets into 80% for training and
20% for testing.

5.3 Classification Model

For this study we used a voting classifier. A vot-
ing classifier is a ensemble machine learning classi-
fier that trains various base models and predicts on
the basis of aggregating the findings of each base es-
timator. Voting classifiers has been shown to reduce
the aggregate errors of a variety of the base models
and increase final accuracy. The aggregating criteria
used in this study is hard voting which is the com-
bined decision of the class label that has been pre-
dicted most frequently by the classification models.
The base models used are as follows, refer Figure 2 :

• KNN Classifier

• Decision Tree Classifier

• Multi-layer Perceptron classifier

Thus, the predicted class label ŷ of our proposed clas-
sifier is as follows,

ŷ = mode{C1(x),C2(x),C3(x)} (12)

where Ci(x) is the predicted class label of classifier i.

Figure 2: Voting Classifier Flowchart.

6 EXPLANABILITY OF MODEL

Research shows that intrinsic explainable AI (XAI)
provide better explanations than post-hoc XAIs (Du
et al., 2018), though sometimes with reduced accu-
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racy. Our method balances intrinsic model explana-
tions via KNN and decision tree (DT) classifiers while
maintaining high accuracy.
The following two methods were used to accomplish
this,

• Firstly, the unique design of the ensemble classi-
fier asserts that at least one intrinsic explainable
classifier is part of the final aggregated vote. That
is, in the best case scenario both the intrinsic ex-
plainable classifiers (KNN or DT) have the same
predicted label. Whereas, in the average/worst
case scenario along with MLP classifier either
KNN or DT classifier has the same predicted label
which can be used to provide intrinsic explainabil-
ity.

• Secondly, we added MLP to balance the accuracy-
explainability trade-off in intrinsic XAIs. Al-
though, MLP is not an intrinsic explainable algo-
rithm on its own, the combination the three clas-
sifiers provides intrinsic explainability along with
high accuracy.

6.1 KNN Classifier

In system interpretability, KNN relies on similarity
and distance, making it inherently interpretable as the
nearest neighbors provide explanations.
For providing human readable explanations for a
given prediction, we employed the following steps:

1. Collect nearest K neighbours of considered point
(P).

2. Filter out same-class neighbors of P, which are
inherently higher in number.

3. Project (Pnew) using arithmetic mean of filtered
points.

4. Get the four highest correlated features between
Pnew and P using Manhattan distance.

5. Display the number of nearby same class label
neighbours and the highest correlated features.

6.2 Decision Tree Classifier

A decision tree provides a hierarchy of very specific
questions and predicts outcomes based on decision
rules (if-then-else rules). The answer to one question
guides the prediction process down various branches
of the tree. At the bottom of the tree is the prediction.
Hence, for interpretations, we review decisions by
traversing top-to-bottom tree paths and noting ques-
tion responses for explanations. To this direction we
used the following steps,

1. Fetch the decision rules from the classifier.

2. Use the rules to showcase the answers the specific
rule addresses.

3. Every rule corresponds to one feature, delivering
a local explanation for that feature’s value.

4. For a given point (P), traversing the decision tree
from top to bottom reveals explanations for the
predicted class label. Inherently the number of the
explanations is the depth of the decision tree.

7 EVALUATION OF
CLASSIFICATION MODEL

In this section we discuss the results of the individual
and ensemble classifiers. We used Twitter16 dataset
for selecting the parameters and Twitter15 for testing.

7.1 Individual Classifiers

7.1.1 KNN Classifier

The number of neighbors used in this model is ten.
Table 3 shows the results from the k-nearest neigh-
bors classifier with varying hyper-parameters. From
the table, we can see that the model using Manhat-
tan as the distance metric performs the best, achieving
the highest accuracy and precision, along with a good
overall recall. This is rational as studies have shown
that Manhattan distance (L1 norm) ususally performs
better than common distance measures in the case of
high dimensional data.

Table 3: Results of the KNN classifier on Twitter16.

Distance metric Accuracy Precision Recall

Cosine 0.8123 0.8436 0.8787
Manhattan 0.8129 0.8591 0.8865
Correlation 0.8045 0.7899 0.8934
Euclidean 0.8104 0.8087 0.8799
BrayCurtis 0.7903 0.7832 0.8811

7.1.2 Decision Tree Classifier

The maximum depth of the tree is chosen to be three,
in order to reduce computational complexity. Table
4 depicts the results with varying hyper-parameters.
It can be observed that the results are better with the
entropy splitting criterion. However, the accuracy is
almost the same for both the splitting methods. This
is reasonable as the internal working of both the split-
ting methods are very similar. Nevertheless, for the
ensemble model we choose the entropy criterion.
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Table 4: Results of the Decision Tree classifier on Twit-
ter16.

Splitting criterion Accuracy Precision Recall

Gini 0.8117 0.8548 0.8676
Entropy 0.8123 0.8679 0.8815

7.1.3 Multi-Layer Perceptron Classifier

The MLP classifier has been configured with two
hidden layers containing (5,2) units respectively.
Limited-memory BFGS (lbfgs) algorithm has been
used for weight optimization as it converges faster and
performs better for small datasets. Table 5 depicts the
results. It can be observed from the results that the
accuracy and recall is highest with the Sigmoid acti-
vation function. As the number of hidden layers is
very low in this model the vanishing gradient prob-
lem does not play a significant role and hence the ac-
curacy using sigmoid function is higher compared to
other activation functions.

Table 5: Results of the MLP classifier on Twitter16.

Activation function Accuracy Precision Recall
Tanh 0.7945 0.7712 0.9117

Sigmoid 0.8231 0.8574 0.8905
ReLU 0.8117 0.8419 0.8620

7.2 Ensemble Classifier

The results for the individual classifiers are shown in
Table 6 with the optimum parameter configurations.
Firstly, It can be observed that MLP classifier has the
highest accuracy of 82.31%, however the precision is
low with 0.8574.

Table 6: Results of the individual classifiers on Twitter16.

Type Accuracy Precision Recall
KNN classifier 0.8129 0.8591 0.8865
MLP classifier 0.8231 0.8574 0.8905

Decision tree classifier 0.8123 0.8679 0.8815

Secondly, the KNN classifier also has a high ac-
curacy of 81.29% with the low recall and precision.
Finally, the precision is highest in the case of the de-
cision tree classifier with 0.8679, with an accuracy al-
most similar to that of the KNN classifier. Thus, it can
be reasoned that a combination of these three clas-
sifiers might produce better results. This motivated
us to implement an ensemble voting classifier for this
study.

Table 7 depicts the results for the Voting Classifier.

Table 7: Results of the Voting Classifier on Twitter16.

Type Accuracy Precision Recall
Voting Classifier 0.8522 0.8843 0.8917

It can be inferred from Table 7 that the accuracy
has increased to 85.22 % with the use of the voting
classifier. Ensemble methods like the voting classifier
are ideal for reducing the variance in models, thereby
increasing the accuracy of predictions. The variance
is eliminated when multiple classifiers are combined
to form a single prediction. Additionally, it can be
observed that the precision and recall of the voting
classifier are also high with 0.8843 and 0.8917 re-
spectively. From our experiments, it can be reasoned
that the voting ensemble outperforms all the individ-
ual models.

7.3 Baseline Model Comparison

We compared our proposed model with the following
five state-of-the-art misinformation detection models,

1. CSI (Ruchansky et al., 2017): A misinformation
detection model that captures temporal patterns
using an LSTM to analyze user activity and cal-
culates user scores.

2. tCNN (Yang et al., 2023): a modified convolution
neural network that learns the local variations of
user profile sequence, combining with the source
tweet features.

3. CRNN (Liu and Wu, 2018): a state-of-the-art
joint CNN and RNN model that learns local and
global variations of retweet user profiles, together
with the resource tweet.

4. dEFEND (Shu et al., 2019): a state-of-the-art co-
attention-based misinformation detection model
that learns the correlation between the source ar-
ticle’s sentences and user profiles.

5. GCAN (Lu and Li, 2020): a state-of-the-art
graph-aware co-Attention network based misin-
formation classifier that uses user profiles meta-
data, news content and propagation pattern.

Table 8 compares our approach to the industry
standards. It can be inferred that our proposed model
outperforms most of the state-of-the-art approaches
on both datasets in terms of accuracy while attaining
highest precision and recall. In particular, our model
achieves an accuracy of 84.47% and 85.22% on the
datasets respectively. Although GCAN achieved the
highest accuracy, the precision and recall are low due
to the class imbalance in the datasets, where GCAN
favors the majority class, leading to higher accu-
racy but poorer minority class detection. Whereas,
our model received at par accuracy with GCAN with
higher precision and recall. Furthermore, GCAN in
addition to propagation pattern uses the user profile
metadata and tweet content, which might not always
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be available in real-world scenarios. Whereas, our
model solely uses the diffusion pattern to create a
classifier.

Table 8: Experimental results on Twitter15 (T15) and Twit-
ter16 (T16) datasets.

Method Recall Precision Accuracy
T15 T16 T15 T16 T15 T16

tCNN 0.5206 0.6262 0.5199 0.6248 0.5881 0.7374
CRNN 0.5305 0.6433 0.5296 0.6419 0.5919 0.7576
CSI 0.6867 0.6309 0.6991 0.6321 0.6987 0.6612
dEFEND 0.6611 0.6384 0.6584 0.6365 0.7383 0.7016
GCAN 0.8295 0.7632 0.8257 0.7594 0.8767 0.9084
Our model 0.8512 0.8917 0.8568 0.8843 0.8447 0.8522

7.4 Ablation Study

To study the contribution of each feature type towards
the ensemble classifier, we carry out ablation experi-
ments. The results are shown in Table 9. The ablation
experiments include the following three variants:

• w/o Spatial: Removing the spatial features of the
ensemble classifier.

• w/o Temporal: Removing the temporal compo-
nents of the ensemble classifier.

• w/o Epidemiological: Removing the epidemio-
logical features of the ensemble classifier.

Table 9: Results of the Ablation experiments using Twit-
ter16.

Type Accuracy Precision Recall

w/o Spatial 0.8213 0.8229 0.8078
w/o Temporal 0.8256 0.8594 0.8810

w/o Epidemiological 0.7714 0.7803 0.8276
Voting classifier 0.8522 0.8843 0.8917

From Table 9, we can observe that all ablation
variants drop some accuracy compared with the pri-
mary model. Specifically, when removing the spa-
tial features, the accuracy drops by 3.1%, the preci-
sion and recall also dropped. The replacement of the
temporal features caused the accuracy to decrease by
2.7% with lower precision and recall. However, the
accuracy drop was most significant when the epidemi-
ological features were removed, accounting to 8.1%
along with lowest precision and recall. This corrob-
orates that epidemiological features inspired from the
study on COVID-19, play an essential role for mis-
information detection using propagation cascades. In
conclusion, overall the primary model, with the three
component types involved, provides a better choice
compared to the ablation variants.

8 EVALUATION OF
EXPLAINABILITY OF THE
MODEL

Evaluation of an XAI model essential, as it provides
a way to understand its practical implication.

8.1 Sample Explanation

Figure 3 displays the explanations generated by our
model on a random data point (P), where KNN clas-
sifier and DT classifier had the same predicted class
label. We can observe that, three explanations were
generated for the DT classifier, which is logical as the
depth of the tree was three. Furthermore for point P,
the KNN classifier interpretations were made from the
seven nearby fake tweets out of the ten neighbours.
An interesting observation can also be made that ex-
planations for both the classifiers almost correspond
for the same statistical properties of the propagation
cascade.

Figure 3: Explanation generated for a random sample (P).

8.1.1 Metrics Used

We evaluated the model’s interpretability using the
three metrics mentioned below. These are exten-
sions of three metrics used in (ElShawi et al., 2021)
for evaluating interpretability frameworks like LIME,
SHAP, LORE and more.

• Stability: Similar instances should have similar
explanations.

• Separability: Different instances should yield dif-
ferent explanations.

• Identity: Identical instances must produce identi-
cal explanations.
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For measuring the metrics we randomly select 100
data points and create the testing dataset using their
class labels and generated explanations. The stability
metric is measured by applying K-means clustering
with two clusters to group explanations in the testing
dataset. For simplicity, we use the three explanations
generated by the decision tree (DT), converting each
explanation string into a unique numerical value to
form an integer array. The assigned cluster labels are
then compared with the predicted class labels to eval-
uate whether instances of the same class have simi-
lar explanations. To measure the separability metric,
two subsets S1 and S2 of the testing dataset are se-
lected corresponding to different class labels. Then,
for each instance in S1, its explanation is compared
with all other explanations of instances in S2. If the
explanation have no duplicates, it satisfies the sepa-
rability metric. Finally, the identity of the explana-
tions offered by the various deterministic techniques
may be easily measured theoretically. The explana-
tions generated by the decision tree is rule based thus
conforming to complete identity conservation. Addi-
tionally, due to the nature of KNN alrogithm identical
instances will have identical explanations.

8.1.2 Results

The experimental findings can be seen in Table 10.
The figures in this table show the percentage of in-
stances that meet the specified metrics. From the table
we can infer that identity metric is 100%, as identical
instances will have a similar explanations. The stabil-
ity is very high, thus conforming that instances with
same class labels have comparable interpretations. Fi-
nally, the separability is also very high, thus acknowl-
edging that dissimilar instances have dissimilar expla-
nations.

9 CONCLUSION

This paper demonstrates the effectiveness of an
ensemble-based classifier using a tweet’s diffusion
pattern for accurate misinformation detection. We im-
prove the classification by using features inspired by
epidemiology and recent COVID-19 research, while
providing understandable predictions. The intrinsic
explanations help users to understand the predicted
class label without compromising accuracy.

Future work will focus on the following areas:

• Incorporating statistical and qualitative measures
to evaluate the results and generated explanations.

• Expanding the model’s applicability to other so-
cial networks such as Instagram and Facebook.

• Investigate and document how hyperparameters,
such as the value of k in k-NN, sampling rate, af-
fect model performance.

• Conduct deeper analysis on the consistency and
comparability of explanations generated by differ-
ent models (e.g., k-NN vs. DT).

Table 10: Metrics for the evaluation of explanations.

Metric Score
Stability 89%

Separability 97%
Identity 100%
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Abstract: This contribution proposes a novel network analysis model with the goal of predicting a classification of in-
dividuals as either ‘disabled’ or ‘not-disabled’, using a dataset from the Health and Retirement Study (HRS).
Our approach is based on selecting features that span health indicators and socioeconomic factors due to their
pivotal roles in identifying disability. Considering the selected features, our approach computes similarities
between individuals and uses this similarity to predict disability. We present a preliminary experimental eval-
uation of our method on the HRS dataset, where it shows an enhanced average accuracy of 62.48%.

1 INTRODUCTION

A relevant problem for supporting elderly individuals
is the prediction of their health status. In this context,
it is extremely valuable to predict the risk of function-
ally disability, in order to provide the needed support
(Stuck et al., 1999).

Current studies demonstrate the advancements in
the use of knowledge graphs and network analysis in
the fields of biology and healthcare (Hosseinzadeh,
2020; Hosseinzadeh et al., 2022) and (Pham et al.,
2018; Tao et al., 2020; Wang et al., 2020; Pham et al.,
2022; Cui et al., 2023). In this context, the develop-
ment of prediction models based on graphs in health-
care is essential for improving disease diagnosis and
reducing human error. In particular, (Wang et al.,
2020) developed a predictive model that classifies in-
dividuals according to their disability risk, using a
network to represent disease progression. (Tao et al.,
2020) introduced a novel classification model that
uses a heterogeneous knowledge graph for conceptu-
alizing medical domain knowledge. The developed
model was used to forecast possible health risks for
patients using data from the National Health and Nu-
trition Examination Survey (NHANES). (Cui et al.,
2023) provided a comprehensive review of knowl-
edge graph applications in healthcare, highlighting
the instruments, applications, and possibilities for

a https://orcid.org/0000-0002-6124-2965
b https://orcid.org/0000-0003-3275-6286

improved understanding and prediction of complex
medical scenarios.

Our contribution aims to build a prediction
method inspired by approaches for classifying indi-
viduals based on their risk of becoming disabled. Our
approach proposes a novel network analysis model
based on the features presented in a dataset from
the Health and Retirement Study (HRS)1 (Health and
Study, 2008). We select some features that span
health indicators and socioeconomic factors due to
their pivotal roles in identifying disability. Each in-
dividual is then represented as a vector on the se-
lected features and similarity between two individuals
is evaluated by computing a function of the difference
in the values of the features. A user is then assigned
to the category (‘disabled’, meaning high-risk of be-
coming disable, or ‘non-disabled’, meaning low-risk
of becoming disable) based on the average similarity
with each single group (disable individuals and non
disable individuals).

We present some preliminary experimental eval-
uation of our method on the HRS dataset. We se-
lect 10 samples of 100 individuals extracted randomly
from the HRS dataset and on each of this sample we
evaluate the performance of our method. The method
shows a moderate accuracy in the classification (aver-
age accuracy of 62.48%).

The remainder of the paper is organized as fol-
lows. In section 2, we start by introducing some defi-

1https://hrs.isr.umich.edu.
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nitions and by providing the formal definition by for-
mally introduces the research problem. In Section 3,
we present the computational approach used to ad-
dress the research problem, including the construc-
tion and application of the bipartite graph model. In
Section 4, we present the results from the experimen-
tal analysis, discussing the implications and insights
gained from applying our methodology to the HRS
dataset. Finally, In Section 5, we conclude the main
outcomes with some future directions.

2 DEFINITIONS AND RESEARCH
PROBLEM

In this section, we define the main concepts needed
for our methodology, mainly graph theory and net-
work analysis, and we present the formal research
problem our study addresses.

All the graphs we consider in this paper are undi-
rected. A graph G is defined as a pair G = (V,E),
where V is a set of nodes and E is a set of edges. Each
edge e ∈ E is an unordered pair {v,w}, indicating a
connection between nodes v and w in V (Bondy and
Murty, 2008). We mainly consider bipartite graph,
defined in the following.
Definition 1. A graph is bipartite if there exist two
disjoint sets X ⊆V and Y ⊆V such that X ⊎Y =V 2,
and every edge in E links a node of X and a node of
Y .

We now provide the definition of the neighbor-
hood of a node, which is a relevant concept needed
for describing our method.
Definition 2. Given a graph G = (V,E) and a node
v ∈ V , the neighborhood of v in G is defined as
NG(v) = {u ∈V | {u,v} ∈ E}.

We now introduce a specific bipartite weighted
graph we consider to represent the relations between
features and individuals, called Feature-Individual
Classification Network (FICN).
Definition 3. The Feature-Individual Classification
Network is a bipartite weighted graph denoted as
G = (V,E,WE ,WF) where:

• V is the set of nodes, partitioned into two disjoint
subsets VI and VF . The subset VI represents indi-
viduals, and VF represents features.

• E ⊆ VI ×VF is the set of edges, each connecting
an individual node in VI and a feature node in VF .

• WE : E → R+ is a weight function for the edges,
where each weight represents the value of an in-
dividual for a specific feature (these weights are
2We recall that ⊎ denotes the disjoint union of sets.

derived from the input data, their computation is
described later).

• WF : VF → R+ is a weight function for the fea-
ture nodes, assigning a weight to each feature;
this weight represents the relevance of the specific
feature for classification. Unlike WE , WF is not
obtained from the input data but it is computed
using an optimization technique (that we will de-
scribe in Section 3).
Given an edge uv ∈ E, wE(uv) denotes the edge

weight of uv. Given a node u ∈VF , wF(u) denotes the
feature weight of node u.

Note that G = (V,E,WE ,WF) is not a complete bi-
partite graph as some edges may not defined, reflect-
ing possible missing data of individuals.

The classification of an individual is based on the
similarity value between the node related to the indi-
vidual, and the nodes of the Feature-Individual Clas-
sification Network, as defined in the following.
Definition 4. Let G = (V,E,WE ,WF) be a Feature-
Individual Classification Network, where V =VI⊎VF .
Consider a candidate node c (note that c /∈ V ) such
that c is connected with a subset Fc of feature nodes
(hence Fc ⊆VF). The similarity measure σ(c,G) of c
with respect to G is defined as:

σ(c,G) =
∑ f∈Fc wI( f )zc f

∑ f∈Fc wI( f )
,

where wI( f ) is the weight function of individual I for
feature f , and for each f ∈ NG(c), zc f is the z-score 3

of wE(c f ) in the following set:

{wE(u f ) : u ∈ NG( f )}.
Note that the similarity measure σ(c,G) is based

on the weight of the features that are computed by the
optimization technique described in Section 3.

2.1 Research Problem

Next we describe our problem. Given two disjoint
sets of individuals (‘disable’ and ‘non-disable’), we
define a Feature-Individual Classification Network
for each of these sets.

G1 = (VI1 ⊎VF ,E1,WE1 ,WF1)

represents the graph consisting of the set VI1 of
individuals identified as ‘disabled’.

G2 = (VI2 ⊎VF ,E2,WE2 ,WF2)

3The z-score for feature f is computed as zc f =
vc f−µ f

σ f
,

where vc f is the value of feature f for the candidate node
c, µ f is the mean value of feature f across all the neigh-
bor nodes NG( f ) in G that have f , and σ f is the standard
deviation of f among the same nodes.
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represents the set VI2 of ‘non-disabled’ individuals.
We introduce now the main research problem we

consider in this paper, which aims to compute the fea-
ture weights in order to optimize the classification.

Problem 1. Weight Feature Optimization Problem.
Input: Two Feature-Individual Classification Net-
works G1 = (VI1 ⊎VF ,E1,WE1 ,WF) and G2 = (VI2 ⊎
VF ,E2,WE2 ,WF).
Output: Compute WF : VF → R+ for the feature
nodes so that the classification in ‘disabled’ or ‘non-
disabled’ individuals is optimized.

Assume that the feature weights are known. For
each individual iclass to be classified, we compute the
similarity σ(iclass,Gi), with i ∈ {1,2}. After calculat-
ing these similarity scores, the overall classification of
iclass as either ‘disabled’ or ‘non-disabled’ is obtained
by aggregating these scores:

Classification(iclass) = arg max
G∈{G1,G2}

σ(iclass,G).

This aggregate score assigns iclass to the group with
the highest computed similarity score. So, in order
to apply the classification, we need to compute the
feature weights.

The Weight Feature Optimization Problem is
solved by considering a training set of individuals for
which we already know the classification and then
compute the value of the weights WF in order to maxi-
mize the correct classification. Formally, we consider
the following problem.

Problem 2. Training Weight Feature Optimization
Problem.
Input: Two Feature-Individual Classification Net-
works G1 = (VI1 ⊎VF ,E1,WE1 ,WF) and G2 = (VI2 ⊎
VF ,E2,WE2 ,WF); two sets X1, X2 of candidate nodes
that are classified as disable and non-disable, respec-
tively.
Output: Compute WF : VF → R+ so that the number
of individuals of X1 ⊎X2 correctly classified is maxi-
mized.

3 METHODOLOGY

In the preliminary phase of our study, we define our
classification criteria based on the established guide-
lines from (Li et al., 2017; Rossetti and Cazabet,
2018). Specifically, an individual is considered ‘dis-
abled’ when encounters two or more difficulties in
any of the six identified Activities of Daily Living
(ADL). In order to address the classification problem,
we structure our data into two disjoint sets, i.e. a train-
ing set and a test set.

The training set consists of distinct subsets for dif-
ferent phases of the model development process. The
first subset of the training set consists of (1) 250 in-
dividuals randomly selected from the ‘disabled’ indi-
viduals and used to build the Feature-Individual Clas-
sification Network G1 representing ‘disabled’ indi-
viduals, (2) 250 individuals randomly selected from
the ‘disabled’ individuals and used to build G2 repre-
senting ‘non-disabled’ individuals. The second subset
consists of 100 ‘disabled’ individuals, and 100 ‘non-
disabled’ individuals used for the weight optimization
phase of our model. Note that the first and second
subsets are disjoint.

The test set is a subset consisting of individuals
whose disability status is also known; it is not utilized
to compute feature weights, but for assessing the ac-
curacy of our model. This set will be described in
Section 4.

In order to solve the Training Weight Feature Op-
timization Problem, we implemented an optimization
technique. This process starts with uniform initial
weights for each feature. Then we adopt a greedy al-
gorithm to incrementally adjust these weights, one at
a time. This process is mathematically formulated as
follows:

Initial Setup: The optimization starts with uniform
initial weights for each feature: WF( f ) = 1 for all f ∈
VF , where recall that VF is the set of all feature nodes.

Greedy Algorithm for Weight Adjustment: We
adopt a greedy algorithm to incrementally adjust these
weights, where each iteration focuses on changing the
value of a single feature weight. The adjustment pro-
cess is mathematically formulated as follows:

WF( f )←WF( f )+∆w f ,

where ∆w f is the change in weight for feature f . After
applying this change, we evaluate its effectiveness on
the model’s classification accuracy.

Accuracy Assessment: The impact of each weight
adjustment is assessed by recalculating the classifica-
tion accuracy. Each individual iclass is classified based
on the highest similarity score for the networks G1
and G2.

Each individual iclass in the dataset has a ‘Ground
Truth’ label, denoted by τ(iclass), which indicates
whether the individual is ‘disabled’ or ‘non-disabled’.
After all individuals have been classified, we evaluate
the accuracy of the model by determining the fraction
of individuals that have been correctly classified ac-
cording to the ‘Ground Truth’. The accuracy of the
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Table 1: Features in the HRS Dataset That Have Been Used in This Study.

Variables
Years of education
Ever had cancer
Body Mass Index (BMI)
Ever drinks alcohol
Ever had high blood pressure
Total of all assets
Ever had lung disease
Ever had cancer
Ever had arthritis
Any difficulty-Using the toilet
Any difficulty-Walk across room
Any difficulty-Dressing
Any difficulty-Bathing or showering
Any difficulty-Eating
Any difficulty-Get in/out of bed

Table 2: Experimental Results Summary.

Experiment TP TN FP FN FPR FNR Accuracy (%)
1 25 31 18 21 0.37 0.46 58.95
2 27 34 16 22 0.32 0.50 61.62
3 25 30 19 23 0.39 0.48 56.70
4 30 35 14 20 0.29 0.40 65.66
5 29 34 16 20 0.32 0.41 63.64
6 27 31 19 21 0.38 0.44 59.18
7 28 38 12 21 0.24 0.43 66.67
8 30 38 12 19 0.24 0.39 68.69
9 25 31 19 25 0.38 0.50 56.00

10 28 37 11 20 0.23 0.42 67.71
Average 27 34 16 21 0.32 0.44 62.48

classification model is calculated as follows:

Accuracy =
1
N

N

∑
j=1

(
Classi f ication(iclass j ) = τ(iclass j )

)
,

where N is the number of classified nodes, iclass j is
the node being classified, G1 and G2 are the two net-
works. Classification(iclass j), and τ(iclass j) are the pre-
dicted classification outcome and the ‘Ground Truth’
label for the j-th individual, respectively.

At each iteration, we increased the weight of a sin-
gle feature, evaluating the impact of this change on
the model’s accuracy. Then the following steps are
applied:

• If the accuracy of the model increases following
the weight change, we update the selected weight
with the change made. Then we randomly select
a weight feature to further explore potential im-
provements in model performance.

• If there is no improvement in accuracy the weight

is reverted to its previous value, and the adjust-
ment process randomly select a feature different
from the one that has been considered in this iter-
ation.

This process is repeated for all features, until the
method converges, that is each weight feature change
does not improve accuracy.

4 EXPERIMENTAL RESULTS

In this section, we present the outcomes of a series of
preliminary experiments to evaluate the performance
of our predictive model. For each experiment, a dis-
tinct random sample of 100 individuals was selected
from a larger dataset, which included 50 disabled in-
dividuals and 50 non-disabled individuals. It is im-
portant to note that some selected individuals (at most
5%) may have incomplete information available in
the dataset, hence they are not used for the validation
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phase.
We use RAND U.S. Health and Retirement Study

(HRS) data 4. The used dataset comprises health sta-
tus and risk factor details from 42,406 survey partic-
ipants born between the years 1890 and 1995. The
features in the HRS dataset that were used in this re-
search are described in Table 1.

Table 2 presents the performance of our methods
for the data random samples from the test dataset.
The performance metrics considered include True
Positives (TP), True Negatives (TN), False Positives
(FP), False Negatives (FN) 5 , the False Positive Rate
(FPR), the False Negative Rate (FNR), and the over-
all accuracy in percentage. The FPR and FNR pro-
vide insights into the model’s tendency to categorize
negative and positive cases erroneously, which are re-
spectively calculated as: FPR = FP/(FP+T N), and
FNR = FN/(T P+FN). Finally, accuracy quantifies
the percentage of actual findings in the dataset that
match the ground truth.

In Table 2, experiment 10, which has the highest
accuracy at 68.69%, shows a balance between iden-
tifying true positives and true negatives while min-
imizing both false positives and false negatives. In
contrast, Experiment 5 shows the lowest accuracy,
indicating a higher misclassification rate. On aver-
age, these experiments have the accuracy 62.48%, and
across the 10 experiments, the model achieved a TP
rate of 27, a TN rate of 34, with FP and FN averag-
ing at 16 and 21, respectively. The average FPR was
observed at 0.32, with the FNR at 0.44.

In Table 2, a notable pattern across all experiments
is the higher number of TN compared to TP, and FN
compare to FP. This trend shows that the model has
a tendency to classify individuals as ‘not-disabled’.
In particular, the methods has better performances in
correctly identifying individuals who are not disabled
than it is at identifying those who are disabled.

5 CONCLUSION

This preliminary study explores feature weight opti-
mization for disability classification and shows how
learning and network approaches can be integrated
into healthcare frameworks in a potentially fruitful
way. We plain to compare the results of our method
with other prediction methods. Another possible fu-

4https://hrs.isr.umich.edu.
5The TP refers to when an individual’s ground truth is

‘not disabled’, but they are incorrectly classified as ‘dis-
abled’, and the FN refers to when an individual’s ground
truth is ‘disabled’, but they are incorrectly classified as ‘not
disabled’.

ture direction is to improve the ability to classify ‘dis-
abled’ individuals. Extending our dataset to include
a wider variety of demographic and geographic char-
acteristics is expected to enhance the generalizability
and relevance of our findings.

REFERENCES

Bondy, J. A. and Murty, U. S. R. (2008). Graph theory.
Springer Publishing Company, Incorporated.

Cui, H., Lu, J., Wang, S., Xu, R., Ma, W., Yu, S.,
Yu, Y., Kan, X., Ling, C., Ho, J., et al. (2023).
A survey on knowledge graphs for healthcare: Re-
sources, applications, and promises. arXiv preprint
arXiv:2306.04802.

Health and Study, R. (2008). Public use dataset. produced
and distributed by the university of michigan with
funding from the national institute on aging (grant
number nia u01ag009740).

Hosseinzadeh, M. M. (2020). Dense subgraphs in biologi-
cal networks. In International conference on current
trends in theory and practice of informatics, pages
711–719. Springer.

Hosseinzadeh, M. M., Cannataro, M., Guzzi, P. H., and
Dondi, R. (2022). Temporal networks in biology and
medicine: a survey on models, algorithms, and tools.
Network Modeling Analysis in Health Informatics and
Bioinformatics, 12(1):10.

Li, Z., Shao, A. W., and Sherris, M. (2017). The impact of
systematic trend and uncertainty on mortality and dis-
ability in a multistate latent factor model for transition
rates. North American Actuarial Journal, 21(4):594–
610.

Pham, T., Tao, X., Zhanag, J., Yong, J., Zhang, W., and
Cai, Y. (2018). Mining heterogeneous information
graph for health status classification. In 2018 5th
International Conference on Behavioral, Economic,
and Socio-Cultural Computing (BESC), pages 73–78.
IEEE.

Pham, T., Tao, X., Zhang, J., Yong, J., Li, Y., and Xie,
H. (2022). Graph-based multi-label disease prediction
model learning from medical data and domain knowl-
edge. Knowledge-based systems, 235:107662.

Rossetti, G. and Cazabet, R. (2018). Community discov-
ery in dynamic networks: a survey. ACM computing
surveys (CSUR), 51(2):1–37.

Stuck, A. E., Walthert, J. M., Nikolaus, T., Büla, C. J.,
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Abstract: The textile industry, a vital sector in global production, relies heavily on dyeing processes to meet strin-
gent quality and consistency standards. This study addresses the challenge of identifying and mitigating
non-conformities in dyeing patterns, such as stains, fading and coloration issues, through advanced data anal-
ysis and machine learning techniques. The authors applied Random Forest and Gradient Boosted Trees al-
gorithms to a dataset provided by a Portuguese textile company, identifying key factors influencing dyeing
non-conformities. Our models highlight critical features impacting non-conformities, offering predictive ca-
pabilities that allow for preemptive adjustments to the dyeing process. The results demonstrate significant
potential for reducing non-conformities, improving efficiency and enhancing overall product quality.

1 INTRODUCTION

Nowadays, there has been a notable evolution in the
textile sector due to technological progress and a
growing focus on quality and sustainability. Among
the key areas constantly scrutinized is the dyeing pro-
cess, which plays a vital role in achieving the desired
appearance and meeting strict product requirements.
Yet, this procedure is fulled with challenges, includ-

a https://orcid.org/0000-0003-2190-4319
b https://orcid.org/0000-0003-4244-5393
c https://orcid.org/0000-0002-4694-933X
d https://orcid.org/0000-0001-6828-9486
e https://orcid.org/0000-0002-2220-4077
f https://orcid.org/0000-0003-1740-8371
g https://orcid.org/0000-0002-2100-2844

ing non-conformities such as stains, fading and color
mismatches. These challenges not only influence the
aesthetic of textile items but also affect customer ap-
proval and the ecological impact of manufacturing
methods.

Considering this, a Portuguese company in the
textile dye sector has proposed a significant challenge.
The company’s goal is to uncover patters that may
lead to non-conformities in the dyeing process. The
challenge requires examining numerous variables that
may impact the results of dyeing, such as the fabric
type, the chemical makeup of dyes and the details of
the dyeing equipment. Understanding the complex
interplay between these factors is crucial for identi-
fying the root causes of non-conformities, which can
vary widely and be influenced by subtle changes in
the production process.
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Therefore, the authors suggest performing an de-
tailed data analysis and applying machine learning al-
gorithms to prediction of key factors that may lead to
non-conformities, such as Random Forest (RF) and
Gradient Boosted Trees (GBT) algorithms. Machine
learning algorithms allow for the examination of large
quantities of data in order to uncover patterns and
relationships that may not be readily apparent using
conventional analysis techniques. Also, these ma-
chine learning models are used to recognize main fac-
tors that affect dyeing non-conformities and, since
both models have the ability to predict outcomes, it
is possible to suggest proactive modifications in the
dyeing process, showing considerable potential in de-
creasing flaws, enhancing productivity and improving
the overall quality of the product.

This paper is organized as follows: the back-
ground section explores the integration of advanced
data analysis techniques and machine learning algo-
rithms in textile dyeing processes, emphasizing the
identification of key factors influencing dyeing non-
conformities and offering strategies to enhance prod-
uct quality. Next, the authors present a descriptive
analysis of the dataset on non-conformities, highlight-
ing its key features. This is followed by a detailed
exploratory data analysis section, organized into
several subsections: Analysis of Non-Conformities,
Causes of Non-Conformities, Fabrics with Non-
Conformities, Colourants in Non-Conformities and
Colouring Machines that Lead to Non-Conformities.
Subsequently, the paper provides a detailed explana-
tion of the entire process of predicting significant fac-
tors that may be resposible for non-conformities using
machine learning. Finally, the paper concludes with a
discussion and comparison of the results, followed by
the Conclusions and Future Work section.

2 BACKGROUND

As stated before, the textile industry has recently ad-
vanced due to technological progress and a focus on
sustainability and quality control, particularly in dye-
ing processes. The main challenges include mini-
mizing environmental impacts and addressing non-
conformities. Studies like (Zhang et al., 2018) have
proposed improved designs for textile production pro-
cesses based on life cycle assessment, targeting the re-
duction of environmental impacts by identifying best
available technologies and focusing on critical stages
like printing and dyeing to improve product quality
and reduce resource depletion and ecological influ-
ence. (Parisi et al., 2015) emphasize the need for
more sustainable production processes, demonstrat-

ing the feasibility of alternative dyeing methods that
reduce energy, water and raw materials consump-
tion, thereby aligning with consumer demand for eco-
friendly products.

In response to these challenges, the integration of
advanced data analysis techniques and machine learn-
ing into the textile dyeing process represents a signifi-
cant shift towards more data-driven decision-making.
Research by (Park et al., 2020) has developed a
cyber-physical energy system that utilizes manufac-
turing big data and machine learning techniques to
improve energy efficiency in dyeing processes with-
out the need for expensive equipment, thereby en-
hancing process and system efficiency. Furthermore,
efforts to incorporate green solvents, as discussed by
(Meksi and Moussa, 2017) and to explore the ecolog-
ical application of ionic liquids in textile processes,
offer innovative pathways for reducing the environ-
mental footprint and improving the sustainability of
the dyeing process. These developments not only aim
to address immediate quality control challenges but
also signify a broader movement towards incorporat-
ing advanced technologies in traditional textile dyeing
industries, setting a new benchmark for sustainability
and efficiency.

3 DATASET ON
NON-CONFORMITIES

In this section, the authors present the dataset used for
the analysis, detailing the preprocessing steps and the
comprehensive descriptive statistics of the variables
involved.

All preprocessing tasks were conducted using
RapidMiner1 and Python2. Missing data were im-
puted using the K-Nearest Neighbour (Fix, 1985)
method to ensure the integrity and completeness of
the dataset. This preprocessing step is crucial for ac-
curate and reliable machine learning model training.

In our analysis, the original dataset comprises a to-
tal of 5,546 records across 23 distinct variables. But,
in order to maintain the confidentiality and anonymity
of the textile company, the authors only consider the
following set of variables in the subsequent analysis:
Fabric, Colourant, Date, Defect (which corresponds
to Non-Conformity), Cause and Colouring Machine.
The descriptive statistics of all variables are as sum-
marized in Table 1. For categorical variables, the table
provides name of variable and unique values. For nu-
merical variables, it includes the name of the variable,

1https://altair.com/altair-rapidminer
2https://www.python.org/
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Table 1: Descriptive Statistics of the Dataset.

Variable name Unique Mean STD Min Max
Fabric 13 - - - -
Colourant - 3.35 2.95 0.00 17.00
Date 754 - - - -
Defect 6 - - - -
Cause 9 - - - -
Colouring Machine 39 - - - -

mean, standard deviation (STD), minimum (Min) and
maximum (Max) values.

4 EXPLORATORY ANALYSIS OF
THE DATASET ON
NON-CONFORMITIES

In this section an exploratory analysis of the content
of the database is presented. The authors explore the
textile manufacturing non-conformities from January
2020 to July 2023 and show the patterns and trends
that emerge from the data, seeking to understand the
underlying causes and their temporal dynamics.

4.1 Analysis of Non-Conformities

First, it is important to analyse the evolution of
non-conformities occurrences over the years. Fig-
ure 1 shows this evolution over the period from
2020 to 2023. The non-conformities considered
in this study are ‘Stained’, ‘Oil’, ‘Other’, ‘Failed’,
‘Undyed’ and ‘Creases’. Overall, the total number
of non-conformities (represented by the dark blue
line) decreased each year, reflecting an overall im-
provement in quality control measures. ‘Failed’ non-
conformities (represented by the yellow line) consis-
tently has the highest number of non-conformities.
The ‘Oil’ (represented by the orange line) ex-
hibits variability, with a slight peak in 2021, fol-
lowed by a consistent decline in 2023. The
‘Other’ non-conformities occurrences (represented by
the grey line), which includes miscellaneous non-
conformities, peaked in 2020 and showed a gradual
decrease by 2023. ‘Stained’ non-conformities (rep-
resented by the blue line) shows a decreasing trend
over the years, starting in 2020 and declining in 2023.
‘Undyed’ (represented by the light blue line) shows
fluctuations, with the highest number in 2022. De-
spite these fluctuations, the trend appears relatively
stable with a slight increase. Lastly, ‘Creases’ (repre-
sented by the green line) shows a slight decrease over
the years.

The distribution of non-conformities is detailed as

follows: The ‘Failed’ non-conformity has the highest
count, with 2142 occurrences, representing 39% of
the total non-conformities. The ‘Other’ and ‘Undyed’
categories follow, each constituting 16% of the total
non-conformities, with counts of 903 and 915 respec-
tively. ‘Stained’ non-conformities account for 12%
of the total, with 673 occurrences, while ‘Creases’
represent 9% with 486 occurrences. The ‘Oil’ non-
conformity, although the least frequent, still com-
prises 8% of the total non-conformities, with 427 oc-
currences.

4.2 Causes of Non-Conformities

The next step is to analyse the causes that influence
non-conformities. The distribution of causes of non-
conformities are described as followed: the most sig-
nificant issue is ‘Poorly analysed,’ with 1880 occur-
rences, corresponding a total of 34%. ‘Other’ rea-
sons have also led to a considerable number of oc-
currences, totalling 1017 (18%). The ‘Poorly ex-
ecuted/monitored process’ accounts for 786 occur-
rences (14%). ‘Process phases in different conditions’
have contributed to 567 (10%) non-conformities. ‘In-
sufficient disposal by normal process’ is the next most
frequent concern with 430 occurrences (8%). ‘Rope
jammed/rebent/running poorly’, ‘Dyed (folded) ac-
cessory together with mesh’, ‘Lack of machine/cart
cleaning’ and ‘Process interrupted for review’ have
occurrences over 200 (each one with 4% of total oc-
currences).

4.3 Fabrics with Non-Conformities

Following this, the analysis of fabrics with non-
conformities is also important. The description of fab-
rics with non-conformities’ distribution is as follows.
The predominant fabric with non-conformities is Jer-
sey, with 1825 of total occurrences, comprising 33%
of the total occurrences. Followed by Rib (with a total
of 1337 occurrences) at 24% of the non-conformities.
Felpa fabrics represent 14% of the non-conformities
and with a total of 754 occurrences, while Golve fab-
rics contribute 6%. Both Piquet and Screen fabrics
account for 7% each. Other fabric types, such as
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Figure 1: Evolution of Non-Conformities over the years.

Nastro and Interlock, each represent 3% of the non-
conformities. Minor categories include Screen, Nets
and Cord, each constituting 1% and Turca and Strips
have a negligible 0% presence of non-conformities.

4.4 Colourants Presented in
Non-Conformities

Next, the authors analyse the distribution of
colourants presented in non-conformities. The ‘Re-
active’ colourant has an overwhelmingly high count
of non-conformities, totaling 4405, which constitutes
76.46% of the total non-conformities. The colourant
‘Reactive/Disperse’ also shows a substantial number
of non-conformities, with a count of 535, accounting
for 9.29% of the total. While significantly lower than
‘Reactive’, this combination of colourants still repre-
sents a considerable source of non-conformities. With
271 non-conformities, ‘Colourless’ dyes represent
4.70% of the total. ‘White’ dyes account for 96 non-
conformities, with 1.67% of the total occurrences.
The colourant ‘Acid’ has 87 non-conformities, with
1.51% of the total. The combination of ‘Reac-
tive/Acid’ dyes results in 79 non-conformities, which
is 1.37% of the total. Disperse’ dyes show a rela-
tively low count of 23 non-conformities, represent-
ing 0.40% of the total. The ‘Direct’ and ‘Indefinite’
colourants have the lowest counts, with 30 (0.52%)
and 10 (0.17%) occurrences respectively. Similarly,
‘Cationic/Reactive’ colourants also have a low count

of 10 non-conformities, which is 0.17% of the total
occurrences.

4.5 Colouring Machines

Another important variable that may impact the non-
conformities occorrences is the variable colouring
machines. This dataset present a total of 39 colour-
ing machines and overall, there’s a fluctuation in
the percentage of non-conformities for each machine
across the four years. Some machines show a re-
duction in non-conformities over time, while oth-
ers exhibit an increase or inconsistent patterns. The
top 5 colouring machines leading to the most oc-
currences of non-conformities are: ‘TNJT13’ with
a total of 419 (7.55%), ‘TNJT05’ with 346 occur-
rences (6.24%), ‘TNJT19’ with a total of 304 (5.48%)
‘TNJT11’ with a sum of 300 occurrences (5.41%)
and finally, ‘TNJT32’ with 287 (5.17% of total oc-
currences).

This extensive analysis of data helps improve
comprehension of the data, leading to better feature
engineering and model development in future analy-
sis.
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5 PREDICTION OF DYEING
NON-CONFORMITIES
FACTORS

This section explores the use of machine learning al-
gorithms, specifically RF and GBT, to predict key fac-
tors that may contribute to non-conformities and ex-
tract feature importance, identifying the most signifi-
cant factors contributing to these issues. Understand-
ing these key features enables targeted interventions
and process optimizations, enhancing product quality
and reducing defect rates.

RF combines multiple decision trees to enhance
predictive accuracy and control overfitting, making it
suitable for datasets with numerous features and non-
linear relationships (Robnik-Sikonja, 2004). This al-
gorithm has been effectively utilized in various indus-
trial contexts, such as predictive maintenance, where
it anticipates equipment failures by analyzing sen-
sor data and operational logs, thus minimizing down-
time and improving productivity (Kusiak and Verma,
2011). Additionally, RF provides insights into fea-
ture importance, crucial for understanding key fac-
tors influencing non-conformities in dyeing processes
(Breiman, 2001).

Conversely, the GBT algorithm builds trees se-
quentially, with each new tree correcting errors made
by the previous ones, thereby significantly enhancing
prediction accuracy (Friedman, 2001). GBTs have
demonstrated superior performance in industrial ap-
plications and in manufacturing. GBTs optimize pro-
duction processes by identifying critical factors influ-
encing product quality, enabling precise control and
reduction of non-conformities (He and Wu, 2018).

5.1 Findings of the Random Forest
Model

The Figure 2 shows a representative tree model ob-
tained using the RF algorithm (Ho, 1995). The model
configuration chosen was: the number of trees in the
forest equals to 100 and the minimum number of sam-
ples required in leaf node equals to 50 and the data
was divided into 80% for training and 20% for test-
ing. The returned RF model represented in the Fig-
ure shows the factors that lead to non-conformities,
which was used as classe label. According to the
root node, the most important factor is ‘Poorly anal-
ysed’ processes mainly resulting in ‘Failed’ classifi-
cations. After a thorough analysis, the next signifi-
cant factor is the ‘Dyed (folded) accessory along with
mesh’ process, frequently leading to ‘Undyed’ non-
conformities. Next, there are machine-specific fac-

tors, especially those involving the colouring machine
‘TNJT25’ and ‘TNJT23’, as well as fabric-related is-
sues like problems with ‘Golves’ fabric, play a signif-
icant role in influencing non-conformities. In the Fig-
ure, it also possible to see that ‘Colourless’ colourants
and ‘Piquet’ fabrics play a major role in ‘Other’ non-
conformities. In addition, issues related to the dye-
ing process such as ‘Process phases in different con-
ditions’ and ‘Insufficient dispossal by normal process’
are important elements.

The obtained RF estimator’s performance mea-
sures shows the model’s accuracy in predicting dif-
ferent types of non-conformities. The precision for
predicting the non-conformity ‘Crease’ is 0.53, which
means that 53% of the predicted creases were correct.
The recall is 0.23, suggesting that only 23% of the ac-
tual creases were identified. The f1-score is 0.33, re-
flecting the balance between precision and recall. The
‘Failed’ non-conformity has perfect precision (1.00)
and high recall (0.87), resulting in a high f1-score
(0.93), which means that 100% of ‘Failed’ predictions
are accurate. The precision and recall in the ‘Oil’
non-conformity are both very high (0.97 and 0.99,
respectively) and a f1-score of 0.98. The ‘Stained’
non-conformity has a precision of 0.60 and a recall of
0.88. The precision is 0.92 and the recall is 0.81 on
the ‘Undyed’ non-conformity, resulting in an f1-score
of 0.86. In the ‘Other’ non-conformity the precision
is 0.54 and the recall is 0.73, resulting in an f1-score
of 0.62. The overall accuracy of the model is 0.79,
so it shows that almost 80% of the predictions are ac-
curate. This is a strong performance, indicating that
the model is successful in identifying various types of
non-conformities.

With the analysis of important features from the
RF model one can know which are the features
that impact mostly the non-conformities appearances.
The cause ‘Poorly analysed’ remains the most in-
fluential feature of non-conformities, with an impor-
tance value of 0.385060. The second most influ-
ential feature is the cause ‘Process phases in dif-
ferent conditions’ which presents an importance of
0.141318. The cause ‘Insufficient disposal by nor-
mal process’, rated at 0.135305 in terms of impor-
tance, is the third most influential feature. The cause
‘Poorly executed/monitored process’, with a signif-
icance rating of 0.117062, is also a major factor in
non-conformities.

Additional important factors are the ‘Other’
causes (0.052049), the cause ‘Lack of machine/cart
cleaning’ (0.049191) and the cause ‘Process inter-
rupted for review’ (0.042287). While not as influ-
ential enough as the other main causes, these factors
still greatly affect non-conformities. Other process
problems like the cause ‘Dyed (folded) accessory to-
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gether with mesh’ (0.019247) and the cause ‘Rope
jammed/rebent/running poorly’ (0.013083) also play
an important role in leading to non-conformities. The
colourant ‘Colourless’ (0.008710), the fabric ‘Jersey’
(0.007713), the colourant ‘Reactive’ (0.003967) and
the fabric ‘Rib’ (0.003472) shows that not only the
causes and processes influence the non-conformities.
While not as significant as cause and process-related
factors, these features still contribute to influence non-
conformities. Also, Machine-specific features, like
the colouring machine ‘TNJT05’ (0.003181), show
that particular machines impact non-conformity rates
as well. The fabric ‘Piquet’ (0.003146) is also con-
sidered in the top 15 of the more influential features,
suggesting that along with the fabric Jersey and Rib
can also lead to non-conformities.

5.2 Findings of the Gradient Boosted
Trees Model

Next, the authors apply the GBT algorithm. The cho-
sen model configuration was learning rate (‘classi-
fier learning rate’) are 0.2, maximum depth (‘clas-

sifier max depth’) equals to 5, the number of trees
(‘classifier n estimators’) equals to 100 and also, the
data was split with 80% allocated for training and
20% for testing.

The returned performance metrics in this model
are very similar to the ones obtained previously us-
ing the RF model. In the ‘Creases’ non-conformity,
the model obtained a precision score of 0.48, which
means that 48% of the predicted creases were cor-
rect; and a recall score of 0.38, suggesting that only
38% of the actual creases were identified. Within the
‘Failed’ prediction, the model showed strong results
with a precision of 0.96 and a recall of 0.89. The
‘Oil’ group also showed good outcomes, achieving a
precision of 0.97 and a recall of 0.96. On predict-
ing ‘Other’ non-conformities, the model achieved a
precision of 0.59 and a recall of 0.71. Similarly, the
‘Stained’ non-conformity showed a precision of 0.66
and a recall of 0.79. In the ‘Undyed’ non-conformity
classification, the model reached a precision of 0.90
and a recall of 0.84. Overall, the GBT model achieved
an Accuracy of 0.80.

The top 15 factors identified by the GBT

Figure 2: A representative Tree obtained from the Random Forest model.
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model that most influence the occurrence of non-
conformities are as follows: The ‘Cause Poorly anal-
ysed’ holds the top score of 0.318236, highlighting its
major influence on the model’s forecasts. Following
this are the phrases ‘Cause Process phases under
various circumstances’ with a significance rating of
0.129308 and ‘Cause Inadequate disposal through
regular procedures’ with a rating of 0.121097. Some
other significant characteristics are ‘Reason for lack
of cleaning of machine/cart’ (0.083689), ‘Reason
for process interruption for review’ (0.052792) and
‘Reason for poorly executed/monitored process’
(0.036939). The factor ‘Cause Other’ also has
a significance level of 0.028393. Further factors
like ‘Cause Dyed accessory folded with mesh’
(0.025745) and ‘Cause Rope jammed/rebent/running
poorly’ (0.018613) also play a role in the model’s
predictions. Some characteristics related to particular
devices and dyes are also present in the top 15. The
listed items are ‘Colouring Machine TNJT06’
(0.005783), ‘Colouring Machine TNJT32’
(0.005715), ‘Colourant Colourless’ (0.005656),
‘Fabric Screen’ (0.005642), ‘Colourant Acid’
(0.005449) and ‘Colouring Machine TNJT25’
(0.005265).

6 DISCUSSION

The application of machine learning algorithms,
specifically RF and GBT, to the textile dyeing pro-
cess has yielded significant insights into the factors
influencing non-conformities. Our analysis identified
several key variables that impact the occurrence of
non-conformities, such as poorly analysed processes,
variations in process phases and insufficient disposal
methods. These findings are summarized in Table 2.

The RF model’s high importance score for ‘Poorly
analysed process’ underscores the necessity for thor-
ough inspections and quality checks at each stage of
the dyeing process. This feature’s dominance sug-
gests that many non-conformities could be mitigated
by improving the rigor of process analysis. Simi-
larly, the GBT model aligns closely with this find-
ing, reinforcing the critical role of detailed process
scrutiny. ‘Process phases in different conditions’
emerged as another significant factor. Variations in
these conditions can lead to inconsistencies in dye ap-
plication, resulting in non-conformities. Both mod-
els consistently rated this feature highly, suggesting
that addressing these variations could significantly re-
duce non-conformities.’Insufficient disposal by nor-
mal process’ also featured prominently in both mod-
els, indicating that the methods used to remove ex-

cess materials or byproducts during dyeing can in-
fluence the final product’s quality. Optimizing dis-
posal processes to ensure complete removal of un-
wanted substances could enhance overall dyeing con-
sistency. The ‘Poorly executed/monitored process’
factor, while rated lower in the GBT model, still
showed considerable importance in the RF model.
This points to the need for continuous monitoring and
quality assurance practices during dyeing to prevent
errors and ensure uniform quality.

Comparing our findings with existing literature,
such as Zhang et al. (2018) and Parisi et al. (2015), re-
veals a consistent emphasis on the importance of pro-
cess control and quality management in reducing non-
conformities by improving sustainability in textile
manufacturing. Our study extends these ideas by pro-
viding a data-driven approach to identifying and ad-
dressing specific factors leading to non-conformities.

7 CONCLUSIONS

This study demonstrates the potential of machine
learning techniques in optimizing the textile dyeing
process by identifying and mitigating factors leading
to non-conformities. Machine learning models such
as RF and GBT provide a detailed analysis of critical
features impacting dyeing quality, which is relevant
for industry practitioners to enhance process control
and quality assurance practices.

The high importance scores for process analysis
and conditions suggest that many non-conformities
can be mitigated through more rigorous quality
checks and maintaining consistent dyeing environ-
ments. The alignment of our results with existing
literature further validates the significance of robust
process control and quality management in the textile
industry. Integrating these machine learning results
into the dyeing process can lead to substantial im-
provements in efficiency, waste reduction and overall
product quality. This approach not only addresses im-
mediate quality control challenges but also sets a new
standard for incorporating advanced technologies in
traditional manufacturing processes.

Future work for this study includes expanding the
dataset to cover a wider variety of textiles and dye-
ing methods to improve the accuracy of the predic-
tive models. Incorporating more machine learning al-
gorithms, such as deep learning methods, may yield
more precise and reliable predictions. Moreover, uti-
lizing real-time data analysis and anomaly detection
systems may facilitate prompt corrective measures
during dyeing, thereby enhancing efficacy and min-
imizing non-conformities occurrences.
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Table 2: Top features influencing non-conformities in the dyeing process according to Random Forest and Gradient Boosted
Trees models.

Feature Description
Poorly analysed process Indicates process steps not thoroughly checked,

leading to non-conformities.
Process phases in different conditions Variations in process phases affecting dyeing quality.

Insufficient disposal by normal process Inadequate removal of materials causing non-conformities.
Poorly executed/monitored process Indicates issues in the execution and monitoring

of dyeing processes.
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Abstract: Real-Time time series representation is becoming increasingly crucial in data mining applications, enabling
timely clustering and classification of time series without requiring parameter configuration and tuning in
advance. Currently, the implementation of real-time time series representation relies on a fixed setting, con-
sisting of a single type of recurrent neural network (RNN) within a specific deep learning framework, along
with the adoption of early stopping. It remains unclear how leveraging different types of RNNs available in
various deep learning frameworks, combined with the use of early stopping, influences the quality of repre-
sentation and the efficiency of representation time. Arbitrarily selecting an RNN variant from a deep learning
framework and activating the early stopping function for implementing a real-time time series representation
approach may negatively impact the performance of the representation. Therefore, in this paper, we aim to
investigate the impact of these factors on real-time time series representation. We implemented a state-of-the-
art real-time time series representation approach using multiple well-established RNN variants supported by
three widely used deep learning frameworks, with and without the adoption of early stopping. We analyzed
the performance of each implementation using real-world open-source time series data. The findings from
our evaluation provide valuable guidance on selecting the most appropriate RNN variant, deciding whether to
adopt early stopping, and choosing a deep learning framework for real-time time series representation.

1 INTRODUCTION

In recent years, the increasing integration of the
Internet of Things (IoT) within the cyber-physical
world has led to a surge in the demand for time se-
ries analysis tasks such as clustering, classification,
anomaly detection, forecasting, and indexing (Lee
et al., 2020b; Lee et al., 2020a; Lee et al., 2021b;
Ratanamahatana et al., 2005; Bagnall et al., 2017; Is-
mail Fawaz et al., 2019).This surge is primarily driven
by the constant measurement and collection of large
volumes of time series data from interconnected de-
vices and sensors. However, analyzing raw time se-
ries data poses challenges due to its high computa-
tional cost and memory requirements (Ding et al.,
2008). To address this, high-level representation ap-
proaches have emerged as a solution. These ap-
proaches aim to extract features from time series data

a https://orcid.org/0000-0003-2484-4366
b https://orcid.org/0000-0003-3374-8536
c https://orcid.org/0000-0003-2966-9683

or reduce its dimensionality while retaining its essen-
tial characteristics, thereby enabling effective and ef-
ficient time series analysis (Aghabozorgi et al., 2015).

Several time series representation approaches
have been introduced, including Symbolic Aggre-
gate Approximation (Lin et al., 2007), Piecewise
Aggregate Approximation (Keogh et al., 2001), and
the clipped representation approach (Bagnall et al.,
2006). However, these methods typically operate
solely on fixed-length time series rather than continu-
ously updating or streaming time series data. Before
generating a representation, these approaches require
preprocessing the time series using z-normalization,
which is a commonly employed technique in time se-
ries normalization (Dau et al., 2019).

However, z-normalization might cause two
distinct time series to become indistinguish-
able (Höppner, 2014), potentially misguiding the
representation approaches and negatively impacting
subsequent data mining tasks (Lee et al., 2024b).
Furthermore, many representation approaches require
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users to preconfigure and fine-tune parameters such
as time series length, sliding window size, or alphabet
size (Lin et al., 2007). Inadequate parameter values
may result in poor representations, compromising the
effectiveness of subsequent data mining operations.

Based on our investigation, only NP-Free, a real-
time time series representation method developed by
Lee et al. (Lee et al., 2023), meets the criteria for
real-time time series representation. Unlike other ap-
proaches, NP-Free operates on ongoing time series
without the need for z-normalization and does not
require parameter tuning. It uniquely converts raw
time series into root-mean-square error (RMSE) se-
ries in real time, ensuring that the resulting RMSE se-
ries represents the original raw series. However, this
approach has only been implemented using a single
type of recurrent neural network (RNN), specifically
Long Short-Term Memory (LSTM) within a specific
deep learning (DL) framework, namely Deeplearn-
ing4j (Deeplearning4j, 2023), along with the adoption
of the early stopping function (EarlyStopping, 2023).

In reality, several other DL frameworks have
been introduced and widely used, such as Tensor-
Flow (Abadi et al., 2016) and PyTorch (Paszke et al.,
2019). These frameworks aim to simplify the com-
plex data analysis process by providing comprehen-
sive libraries and tools for building, training, and de-
ploying machine learning models (Nguyen et al.,
2019). While numerous surveys and analyses have
compared different DL frameworks, they have pri-
marily focused on specific tasks (e.g., anomaly de-
tection and natural language processing) or different
types of computing environments.

To provide a comprehensive evaluation of how
these different factors impact real-time time series
representation, we implemented NP-Free using five
RNN variants, with and without the early stopping
function, across three DL frameworks. We conducted
a series of experiments using open-source time se-
ries data to evaluate all the implementations. The
results demonstrate that the choice of RNN variants,
DL frameworks, and the early stopping function sig-
nificantly influence both representation quality and
time efficiency. Therefore, it is crucial to carefully
consider the selection of these factors when design-
ing and implementing a real-time time series repre-
sentation approach. The experimental results show
that NP-Free implemented with DL4J, using LSTM
and the early stopping function, provides more sta-
ble RMSE series than NP-Free implemented with Py-
Torch or TensorFlow (TFK), regardless of whether the
early stopping function in PyTorch or TFK is acti-
vated.

The rest of this paper is structured as follows: Sec-

tion 2 introduces the background related to RNNs,
DL frameworks, and NP-Free. Section 3 provides an
overview of the related work. In Section 4, we present
and detail our evaluation setup and results. Finally, in
Section 5, we conclude the paper and outline direc-
tions for future work.

2 BACKGROUND

In this section, we introduce various RNNs, several
well-known DL Frameworks, early stopping, and the
main design of NP-Free.

2.1 RNN Variants

An RNN is a type of artificial neural network de-
signed to process sequential data or time series (Hop-
field, 1982). Unlike traditional feedforward neural
networks, RNNs have looping connections that allow
them to maintain a hidden state or memory of pre-
vious inputs. This recurrent structure makes RNNs
well-suited for tasks involving sequential or time se-
ries data. In an RNN, each time step in a time se-
ries is processed sequentially, with the network han-
dling each element one at a time and updating its in-
ternal state based on the current input and previous
state. This allows RNNs to capture dependencies and
patterns across different time steps. However, RNNs
face challenges in capturing long-term dependencies
and may suffer from the vanishing gradient problem,
which hinders their ability to learn from distant past
inputs.

LSTM (Hochreiter and Schmidhuber, 1997) is an
RNN variant designed to capture long-term depen-
dencies and model temporal sequences. The struc-
tural framework of an LSTM resembles that of con-
ventional RNN, with a key distinction being the pres-
ence of memory blocks as nonlinear units within
each hidden layer. Each memory block operates au-
tonomously, housing its own memory cells, and is
equipped with three essential gates: the input gate,
the output gate, and the forget gate. The input gate
determines whether incoming data should be stored in
the memory cell. The output gate decides whether the
current content of the memory should be output. The
forget gate determines whether the existing content
within the memory cell should be retained or erased.
The use of these gates allows LSTM to address the
vanishing gradient problem (Hochreiter, 1998) by en-
abling gradients to flow unchanged.

Gated Recurrent Unit (GRU), introduced by Cho
et al. (Cho et al., 2014), is another RNN variant de-
signed to adaptively capture dependencies at various
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time scales. The core concept of GRU is to utilize
gating mechanisms to selectively update the hidden
state of the network at each time step. These mecha-
nisms manage the flow of information into and out of
the network. GRU consists of two key components: a
reset gate and an update gate. The reset gate controls
how much of the past information to forget, while the
update gate determines how much of the new infor-
mation to add.

Bidirectional Long Short-Term Memory (BiL-
STM) (Graves and Schmidhuber, 2005) is an exten-
sion of the standard LSTM network that improves its
ability to capture context from both past and future
data in a sequence. It consists of two LSTM layers:
one processes the input sequence in the forward di-
rection (left to right), and the other processes it in the
backward direction (right to left). By combining the
outputs from both directions, BiLSTM can better un-
derstand the full context of the data, making it partic-
ularly useful for tasks like speech recognition, natural
language processing, and time series prediction.

Bidirectional Gated Recurrent Unit (BiGRU) (Liu
et al., 2021) is an extension of the standard GRU net-
work designed to capture information from both past
and future contexts in sequential data. Similar to BiL-
STM, BiGRU consists of two GRU layers: one pro-
cesses the input sequence in the forward direction,
and the other processes it in the backward direction,
aiming to better capture the full context of the data.

2.2 DL Frameworks

In recent years, several DL frameworks have been de-
veloped by academia, industry, and open-source com-
munities. These frameworks share the goal of provid-
ing high-level abstractions and application program-
ming interfaces (APIs) for building, training, and de-
ploying deep learning models. Such abstractions sim-
plify the complex process of designing neural net-
works, allowing practitioners to focus on solving their
specific problems rather than dealing with low-level
implementation details (Ketkar and Santana, 2017).

TensorFlow (Abadi et al., 2016) is an open-source
DL framework developed by the Google Brain team
and is one of the most popular DL frameworks. Ten-
sorFlow uses dataflow graphs to encapsulate both the
computational logic of an algorithm and the corre-
sponding state on which the algorithm operates. This
means that users can define the entire computation
graph before executing it. TensorFlow supports a
wide range of neural network architectures and can
utilize hardware acceleration using graphics process-
ing units (GPUs) to speed up model training and in-
ference for both small-scale and large-scale applica-

tions. However, TensorFlow’s complexity arises from
its low-level API, which can be challenging to use. To
improve its user-friendliness and accessibility, Ten-
sorFlow is often paired with Keras (Keras, 2023), a
popular Python library known for its high-level, mod-
ular, and user-friendly API.

PyTorch (Paszke et al., 2019) is an open-source
deep learning framework that offers a flexible and
user-friendly environment for developing and train-
ing machine learning models, particularly neural net-
works. It is widely used in various AI and deep learn-
ing applications, such as computer vision and natu-
ral language processing. PyTorch stands out with its
high-performance C++ runtime, allowing developers
to deploy models in production environments without
relying on Python for inference (Ketkar and Santana,
2017). PyTorch is known for its dynamic computa-
tional graph, enabling flexible model architecture de-
sign and easier debugging. It also places a strong em-
phasis on tensor computation and benefits from robust
GPU acceleration capabilities. Additionally, PyTorch
supports the ONNX format, facilitating easy model
interchangeability.

Deeplearning4j, introduced by Skymind in
2014 (Deeplearning4j, 2023; Wang et al., 2019), is
an open-source distributed deep learning framework
designed exclusively for the Java programming
language and the Java Virtual Machine (JVM) envi-
ronment. It aims to bring deep neural networks and
machine learning capabilities to the JVM ecosystem.
Deeplearning4j is known for its scalability and
compatibility with popular programming languages,
allowing Java and Scala developers to build and train
deep learning models. Key features include support
for various neural network architectures, distributed
computing capabilities, compatibility with Hadoop
and Spark for big data processing, and integration
with other deep learning libraries like Keras. How-
ever, compared to PyTorch, Deeplearning4j has a
steeper learning curve due to its lower-level APIs
and the need for a solid understanding of Java and
deep learning concepts. Additionally, development,
updates, and new features for Deeplearning4j may
not be as rapid as those for other DL frameworks.

2.3 Early Stopping

Early stopping (EarlyStopping, 2023) is a technique
used during the training of machine learning models,
particularly neural networks, to prevent overfitting.
Overfitting occurs when a model learns the training
data too well, including its noise and outliers, result-
ing in poor generalization to new, unseen data. The
basic idea of early stopping is to monitor the model’s
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performance on a validation dataset during training.
Training is stopped when the performance on the vali-
dation set begins to degrade, indicating that the model
has started to overfit the training data.

The detailed workflow of early stopping involves
splitting the dataset into training, validation, and test
sets. During training, the model’s performance on the
validation set is continuously monitored. If the per-
formance does not improve for a specified number of
epochs, known as the patience parameter, training is
stopped. The model parameters from the epoch with
the best validation performance are then used. This
approach helps ensure the model generalizes well to
new, unseen data by stopping the training process be-
fore overfitting occurs.

2.4 NP-Free

NP-Free, introduced by Lee et al. (Lee et al., 2023),
is a real-time time series representation approach that
eliminates the need for z-normalization and parame-
ter tuning. It directly transforms raw time series into
root-mean-square error (RMSE) series in real time,
serving as an alternative to z-normalization in cluster-
ing applications.

NP-Free utilizes Long Short-Term Memory
(LSTM) and the Look-Back and Predict-Forward
strategy from RePAD (Lee et al., 2020b) to gener-
ate time series representations. Specifically, NP-Free
predicts the next data point based on three histori-
cal data points and calculates the RMSE between the
observed and predicted values, converting the target
time series into an RMSE series. Figure 1 illustrates
the pseudo code of NP-Free, where t denotes the cur-
rent time point, starting from 0. Let ct be the real
data point collected at time point t, and ĉt be the data
point predicted by NP-Free at t. NP-Free uses three
data points to predict the next one. The first LSTM
model is trained at t = 2 with c0, c1, and c2 as input,
and it predicts ĉ3. This process repeats as t advances,
continuously training new LSTM models and making
predictions based on the three most recent data points.

At t = 5, NP-Free computes the prediction er-
ror using the well-known Root-Mean-Square Error
(RMSE) metric, as shown in Equation 1.

RMSE t =

√
∑t

z=t−2 (cz− ĉz)2

3
, t ≥ 5 (1)

After deriving RMSE5, NP-Free predicts ĉ6 (see
lines 9 and 10 of Figure 1). At t = 6, NP-Free re-
peats the procedure to calculate RMSE6 and predict
ĉ7. When t = 7, NP-Free calculates RMSE7 and
thdRMSE using Equation 2.

Figure 1: The pseudo code of NP-Free (Lee et al., 2023).

thdRMSE = µRMSE +3 ·σ (2)

In Equation 2, µRMSE and σ represent the average
RMSE and standard deviation at time point t, calcu-
lated using Equations 3 and 4, respectively.

µRMSE =

{
1

t−4 ·∑t
z=5 RMSEz,7≤ t < w+4

1
w ·∑t

z=t−w+1 RMSEz, t ≥ w+4
(3)

σ =





√
∑t

z=5 (RMSEz−µRMSE)2

t−4 ,7≤ t < w+4√
∑t

z=t−w+1 (RMSEz−µRMSE)2

w , t ≥ w+4
(4)

Here, w limits the number of historical RMSE values
considered to prevent exhausting system resources.

Whenever the time point t advances to 7 or be-
yond (i.e., line 11 or line 23 of Figure 1 evaluates
to true), NP-Free recalculates RMSEt and thdRMSE.
If RMSEt is not greater than the threshold (as indi-
cated in lines 15 and 28), NP-Free immediately out-
puts RMSEt. Otherwise, NP-Free attempts to adapt to
potential pattern changes by retraining a new LSTM
model to re-predict ĉt and recalculate both RMSEt and
thdRMSE either at the current time point (lines 17 to
20) or the next (lines 24 to 27). If the recalculated
RMSEt is no larger than thdRMSE, NP-Free immedi-
ately outputs RMSEt. Otherwise, it outputs RMSEt
and performs LSTM model retraining at the next time
point. This iterative process dynamically converts a
time series into an RMSE series on the fly.

As previously mentioned, NP-Free distinguishes
itself from conventional representation methods by
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eliminating preprocessing steps like z-normalization.
This feature allows NP-Free to serve as an alternative
normalization approach in clustering applications.

3 RELATED WORK

Several studies have compared DL frameworks. For
example, Kovalev et al. (Kovalev et al., 2016) eval-
uated the training time, prediction time, and classifi-
cation accuracy of a fully connected neural network
using five different DL frameworks: Theano with
Keras, Torch, Caffe, TensorFlow, and Deeplearning4j.
Zhang et al. (Zhang et al., 2022) introduced a bench-
mark that included six DL frameworks, various mo-
bile devices, and fifteen DL models for image classi-
fication, object detection, semantic segmentation, and
text classification. Their analysis revealed that no sin-
gle DL framework is superior across all tested scenar-
ios and highlighted that the influence of DL frame-
works may surpass both DL algorithm design and
hardware capacity considerations. Despite the valu-
able insights provided by these studies, their findings
do not address our specific question regarding the in-
fluence of different RNNs, DL frameworks, and the
early stopping function on real-time time series rep-
resentation.

Nguyen et al. (Nguyen et al., 2019) surveyed
various DL frameworks, analyzing their strengths
and weaknesses, but did not perform experimental
comparisons. Wang et al. (Wang et al., 2019) as-
sessed several DL frameworks on interface proper-
ties, deployment capabilities, performance, and de-
sign, providing recommendations for different sce-
narios. However, neither study addresses the specific
question of this paper: the impact of RNN variants,
DL frameworks, and the early stopping function on
real-time time series representation.

A work more closely related to our paper is the
study conducted by Lee and Lin (Lee and Lin, 2023).
In their research, they evaluated the impact of three
DL frameworks—TensorFlow with Keras, PyTorch,
and Deeplearning4j—on two real-time lightweight
time series anomaly detection approaches, RePAD
(Lee et al., 2020b) and SALAD (Lee et al., 2021b).
Their results indicated that DL frameworks signifi-
cantly impact the detection accuracy of the two se-
lected approaches. However, it is important to note
that their evaluation did not consider the impact of
different RNN variants, as the two approaches were
exclusively implemented using one type of RNN,
specifically LSTM, and focused on real-time time
series anomaly detection. Consequently, there is a
knowledge gap regarding the influence of RNN vari-

ants, DL frameworks, and the early stopping function
on real-time time series representation.

4 EVALUATION

In this section, we detail how we conducted a com-
parative analysis of real-time time series representa-
tion. Recall that NP-Free was originally implemented
using LSTM in Deeplearning4j. To understand the
impact of various RNNs, DL frameworks, and early
stopping on the performance of NP-Free, we imple-
mented NP-Free using five different types of RNNs:
RNN, LSTM, GRU, Bi-LSTM, and Bi-GRU, across
three different DL frameworks: TensorFlow-Keras,
PyTorch, and Deeplearning4j, both with and without
early stopping.

In our evaluation, we used TensorFlow-Keras ver-
sion 2.9.1, PyTorch version 1.13.1, and Deeplearn-
ing4j version 0.7-SNAPSHOT. It is important to
note that Deeplearning4j officially supports only the
LSTM architecture; it does not support RNN, Bi-
LSTM, GRU, or Bi-GRU. Consequently, we imple-
mented NP-Free using the LSTM architecture within
the Deeplearning4j framework, referring to this spe-
cific implementation as DL4J-LSTM, which denotes
the use of LSTM in Deeplearning4j for NP-Free.

A similar issue arises with PyTorch. PyTorch of-
ficially supports RNN, LSTM, and GRU but does not
support the other two RNN variants. Due to this limi-
tation, we could only implement NP-Free with the ar-
chitectures supported by PyTorch: RNN, LSTM, and
GRU. These implementations are referred to as PT-
RNN, PT-LSTM, and PT-GRU, respectively.

Additionally, to assess the impact of early stop-
ping on real-time time series representation across
different RNNs and DL frameworks, we considered
two scenarios. In Scenario 1, early stopping was not
adopted by each implementation. In this case, each
implementation was configured with the epoch pa-
rameter set to 50 to ensure fairness and consistency.
Table 1 lists all implementations studied in Scenario
1. The term “N/A” indicates that the corresponding
implementation is not available due to lack of support
from the corresponding DL framework.

Table 1: The nine implementations studied in Scenario 1.

PyTorch TensorFlow-Keras Deeplearning4j

RNN PT-RNN TFK-RNN N/A
LSTM PT-LSTM TFK-LSTM DL4J-LSTM
GRU PT-GRU TFK-GRU N/A
BiLSTM N/A TFK-BiLSTM N/A
BiGRU N/A TFK-BiGRU N/A
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Conversely, in Scenario 2, early stopping was
adopted. It is important to note that early stopping
(EarlyStopping, 2023) was not officially supported
by PyTorch at the time of evaluation. Therefore, in
Scenario 2, we excluded all implementations related
to PyTorch, resulting in only six implementations as
shown in Table 2 being evaluated and compared.

Table 2: The six implementations studied in Scenario 2.

TensorFlow-Keras Deeplearning4j

RNN TFK-RNN N/A
LSTM TFK-LSTM DL4J-LSTM
GRU TFK-GRU N/A
BiLSTM TFK-BiLSTM N/A
BiGRU TFK-BiGRU N/A

4.1 Configuration and Environment

To guarantee a fair evaluation, all implementations
were configured with identical hyperparameters and
parameters, as detailed in Table 3. These settings
were originally suggested and employed in prior stud-
ies by (Lee et al., 2021a; Lee et al., 2023; Lee et al.,
2024b). We adopted these settings for all our experi-
ments. Each implementation consists of a single hid-
den layer with 10 hidden units and uses three his-
torical data points (Look-Back parameter) to predict
the next data point (Predict-Forward parameter). The
models were trained for 50 epochs with a learning
rate of 0.005, using the tanh activation function and
a fixed random seed of 140 to ensure reproducibility.
Additionally, the patience parameter of 5, the default
setting in Deeplearning4j, was used when the early
stopping function was activated.

Table 3: Configuration used for all implementations.

Hyperparameters/parameters Value

The Look-Back parameter 3
The Predict-Forward parameter 1
The number of hidden layers 1
The number of hidden units 10
The number of epochs 50
Learning rate 0.005
Activation function tanh
Random seed 140
Patience parameter 5

The evaluation of each implementation was con-
ducted separately on a MacBook running macOS
14.5, equipped with a 2.6 GHz 6-Core Intel Core i7
processor and 16GB DDR4 SDRAM. It is important
to note that the decision to use a standard laptop, with-
out GPUs or high-performance computing resources,
was intentional. This approach aims to assess how the

combination of RNN variants, DL frameworks, and
early stopping impacts the performance of real-time
time series representation in a typical computing en-
vironment.

4.2 Real-World Time Series Data

To evaluate the nine implementations, we used a real-
world open-source time series dataset collected by
the Human Dynamics and Controls Laboratory at
the University of Illinois at Urbana-Champaign (Hel-
wig and Hsiao-Wecksler, 2022), available from the
UC Irvine Machine Learning Repository (Helwig and
Hsiao-Wecksler, 2022). This dataset is related to mul-
tivariate gait time series for biomechanical analysis
of human locomotion. It consists of bilateral (left,
right) joint angle (ankle, knee, hip) time series data
collected from 10 subjects under three walking con-
ditions: unbraced (normal walking on a treadmill),
knee-braced (walking on a treadmill with a knee brace
on the right knee), and ankle-braced (walking on a
treadmill with an ankle brace on the right ankle).

For each condition, each subject’s data comprises
10 consecutive gait cycles (replications), where each
gait cycle starts and ends at heel-strike. Six joint an-
gles are included, which cover all combinations of leg
(left and right) and joint (ankle, knee, hip). Thus, this
dataset forms a six-dimensional array of joint angle
data: 10 subjects × 3 conditions × 10 replications ×
2 legs× 3 joints× 101 time points. The total number
of time series in this dataset is 1800, with each time
series consisting of 101 data points.

4.3 Evaluation Methodology

To evaluate the representation ability of each imple-
mentation and its impact on a time series classifica-
tion task, we analyzed the dataset to identify which
subject had the most stable time series under a spe-
cific combination of walking condition, leg, and joint
in their 10 replications. By ‘stable’, we mean that
the 10 time series in the 10 replications are similar
to each other. Once such a subject and combination
were identified, each implementation in Scenarios 1
and 2 was applied to generate a representation (i.e.,
an RMSE series) for each of the subject’s time series
under that specific combination. The representation
quality and time efficiency were then evaluated. Fi-
nally, their impact on time series classification were
assessed.

To achieve the above evaluation, we first calcu-
lated the average Euclidean distance (ED) for all sub-
jects under a specific combination of walking con-
dition, leg, and joint after applying the min-max
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normalization (Codecademy, 2024) on each time se-
ries. As shown in Table 4, the combination of Un-
braced Left Knee resulted in the smallest average ED
with the smallest standard deviation (SD). In other
words, all subjects exhibit stable time series under the
Unbraced Left Knee combination. This is illustrated
in Figure 2, where each subject has 10 similar time
series collected from their left knee when unbraced.

Table 4: Average Euclidean distance of all subjects’ time
series under different combinations.

Combination Average ED SD

Unbraced Left Ankle 6.65 ·10−3 2.45 ·10−3

Unbraced Left Knee 2.96 ·10−3 1.07 ·10−3

Unbraced Left Hip 3.04 ·10−3 1.14 ·10−3

Unbraced Right Ankle 6.14 ·10−3 2.13 ·10−3

Unbraced Right Knee 3.29 ·10−3 1.24 ·10−3

Unbraced Right Hip 3.24 ·10−3 1.26 ·10−3

KneeBrace Left Ankle 8.76 ·10−3 3.33 ·10−3

KneeBrace Left Knee 4.19 ·10−3 1.60 ·10−3

KneeBrace Left Hip 4.00 ·10−3 1.51 ·10−3

KneeBrace Right Ankle 11.07 ·10−3 3.24 ·10−3

KneeBrace Right Knee 8.83 ·10−3 2.72 ·10−3

KneeBrace Right Hip 4.24 ·10−3 1.45 ·10−3

AnkleBrace Left Ankle 7.81 ·10−3 2.75 ·10−3

AnkleBrace Left Knee 4.07 ·10−3 1.43 ·10−3

AnkleBrace Left Hip 4.22 ·10−3 1.52 ·10−3

AnkleBrace Right Ankle 11.06 ·10−3 3.52 ·10−3

AnkleBrace Right Knee 4.86 ·10−3 1.57 ·10−3

AnkleBrace Right Hip 4.04 ·10−3 1.51 ·10−3

Following the previous experiment, we continued
to identify which subject has the most stable time se-
ries under the Unbraced Left Knee combination. To
do it, we separately calculated the average ED for
each subject under the Unbraced Left Knee combi-
nation and present the results in Table 5. It is ap-
parent that subject S9 has the lowest average ED with
the smallest SD. This can be confirmed from the sub-
figure for subject S9 in Figure 2, where all 10 time
series are almost overlapping.

Table 5: Average Euclidean distance of each subjects’ time
series under the Unbraced Left Knee combination.

Subject Average ED SD

S1 2.91 ·10−3 0.80 ·10−3

S2 2.51 ·10−3 1.01 ·10−3

S3 2.72 ·10−3 1.19 ·10−3

S4 3.25 ·10−3 1.02 ·10−3

S5 2.19 ·10−3 0.86 ·10−3

S6 3.54 ·10−3 1.45 ·10−3

S7 2.81 ·10−3 0.91 ·10−3

S8 4.07 ·10−3 1.63 ·10−3

S9 2.15 ·10−3 0.62 ·10−3

S10 3.40 ·10−3 1.21 ·10−3

Based on the above results, we used subject S9’s
10 time series under the Unbraced Left Knee combi-
nation to evaluate each implementation in Scenarios
1 and 2. Because these 10 time series are the most
similar to each other, they provide a suitable basis for
achieving a fair and realistic comparison and evalua-
tion among different implementations.

4.4 Scenario 1

In Scenario 1, all nine implementations of NP-
Free did not adopt early stopping. We used each
implementation to generate an RMSE series for
each of subject S9’s time series under the Un-
braced Left Knee combination and then calculate the
average ED for the 10 generated RMSE series. Addi-
tionally, we measured the time each implementation
took to generate an RMSE series, referred to as trans-
formation time in this paper.

Table 6 shows the results of each implementa-
tion. We can see that DL4J-LSTM outperforms all
the other implementations because it resulted in the
smallest average ED among them. In other words,
the RMSE series generated by DL4J-LSTM are more
similar to each other compared to the RMSE series
generated by any other implementation. This phe-
nomenon can be observed in Figure 3. Apparently,
the 10 RMSE series generated by DL4J-LSTM had a
high degree of overlap compared to the RMSE series
generated by other implementations.

However, in terms of transformation time, DL4J-
LSTM performs well, but not the best. Instead, all
three implementations related to PyTorch are the most
time-efficient, particularly PT-LSTM, which had an
average transformation time of 1.52 seconds. Never-
theless, all PyTorch-related implementations resulted
in a much higher ED than DL4J-LSTM, implying that
PyTorch cannot guarantee to generate a stable RMSE
series to represent the original time series.

Table 6: Performance of each implementation in Scenario 1.

ED of RMSE series (10−3)
Transformation time

(sec)

Average SD Average SD
DL4J-LSTM 3.19 0.90 8.20 0.44
TFK-RNN 25.81 7.29 24.77 4.26

TFK-LSTM 16.96 5.14 79.20 2.99
TFK-GRU 21.58 6.79 77.69 2.02

TFK-BiLSTM 17.59 5.07 144.81 3.00
TFK-BiGRU 22.63 5.55 141.09 5.77

PT-RNN 22.03 9.48 2.09 0.16
PT-LSTM 15.25 4.93 1.52 0.10
PT-GRU 18.10 6.54 2.08 0.29
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Figure 2: The original gait time series of each subject under the Unbraced Left Knee combination.

Figure 3: Visualization of RMSE series generated by each implementation in Scenario 1.
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Among the three DL frameworks studied in this
paper, TensorFlow-Keras resulted in the worst per-
formance in terms of both representation ability and
transformation time, regardless of the RNNs used.
Similar poor results were also observed by Lee et
al. in their study in (Lee and Lin, 2023; Lee et al.,
2024a).

To further evaluate the impact of each implemen-
tation to time series classification, we used each im-
plementation to transform each raw time series of
each subject under the Unbraced Left Knee combina-
tion into an RMSE series. We then evaluated how ac-
curately the well-known k-means algorithm from the
tslearn package (Tavenard et al., 2020), a Python li-
brary specifically designed for time series analysis,
could classify RMSE series into their corresponding
subjects.

Table 7 lists the classification accuracy rate
achieved by each implementation in Scenario 1.
DL4J-LSTM resulted in the highest accuracy rate of
84%, indicating that 84 out of 100 time series were
correctly classified by the k-means algorithm into
their corresponding subjects, with only 16 incorrectly
classified. This good performance is attributed to
DL4J-LSTM’s superior ability to generate stable and
similar RMSE series representations for any specific
subject.

Table 7: The classification accuracy rate achieved by each
implementation in Scenario 1.

Implementation Classification accuracy rate

DL4J-LSTM 84% (= 84/100)
TFK-RNN 0% (= 0/100)
TFK-LSTM 55% (= 55/100)
TFK-GRU 42% (= 42/100)
TFK-BiLSTM 55% (= 55/100)
TFK-BiGRU 41% (= 41/100)
PT-RNN 43% (= 43/100)
PT-LSTM 54% (= 54/100)
PT-GRU 54% (= 54/100)

On the contrary, TFK-RNN performed the worst
among all the implementations because none of the
RMSE series generated by TFK-RNN could be cor-
rectly classified by the k-means algorithm, leading
to the classification accuracy rate of 0. This can be
explained by the fact that it led to the highest aver-
age ED, as shown in Table 6. Although TensorFlow-
Keras in combination with the other RNNs resulted
in a higher classification accuracy rate, the results are
still not satisfactory. Similarly, all PyTorch-related
implementations resulted in unsatisfactory classifica-
tion accuracy, ranging between 43% and 54%. This
is because these implementations were unable to gen-
erate stable and similar RMSE series for any specific

subject.
In summary, DL4J-LSTM proved to be a suitable

implementation choice for NP-Free when early stop-
ping was not adopted, whereas the other implementa-
tions were not suitable for NP-Free.

Note that while the RMSE series generated by
DL4J-LSTM are more similar to each other, they do
not indicate better prediction accuracy compared to
the time series predictions of the TFK and PT im-
plementations. As shown in Figure 3, most RMSE
values fall between 0 and 3.5 for the PT implemen-
tations, between 0 and 6.1 for TFK implementations,
and between 0 and 7.8 for DL4J-LSTM. Since lower
RMSE values correspond to higher prediction accu-
racy, this scenario shows that although the prediction
accuracy of TFK and PT implementations surpasses
that of DL4J-LSTM, they do not produce RMSE se-
ries as consistent as those generated by DL4J-LSTM.

4.5 Scenario 2

In Scenario 2, we evaluated all implementations of
NP-Free with early stopping enabled. Recall that
early stopping was not officially supported by Py-
Torch at the time of evaluation, so the three imple-
mentations related to PyTorch were excluded. Similar
to Scenario 1, we used each of the six implementa-
tions to generate an RMSE series for each of subject
S9’s time series under the Unbraced Left Knee com-
bination and then calculate the average ED for the 10
generated RMSE series. Furthermore, we measured
the transformation time each implementation took to
generate an RMSE series.

Table 8 lists the performance of each implemen-
tation. It is clear to see that DL4J-LSTM performs
the best among all the compared implementations,
as it resulted in the smallest average ED. This indi-
cates that the ten RMSE series transformed by DL4J-
LSTM for subject S9 under the Unbraced Left Knee
combination are closer to each other compared to the
RMSE series transformed by any other implementa-
tion for the same subject under the same combina-
tion. This can be observed in Figure 4. In other
words, DL4J-LSTM provides the best representation
ability to preserve the characteristics of the original
time series, even with the adoption of early stopping.
Furthermore, DL4J-LSTM offers the best time effi-
ciency with a transformation time of only 5.97 sec-
onds, making it 3.73, 13.02, 14.70, 22.65, and 22.15
times faster than TFK-RNN, TFK-LSTM, TKF-GRU,
TFK-BiLSTM, and TFK-BiGRU, respectively.

We continued to evaluate how each implementa-
tion impacts time series classification by employing
the k-means algorithm to classify all the RMSE series
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Figure 4: Visualization of RMSE series generated by each implementation in Scenario 2.

Table 8: Performance of each implementation in Scenario 2.

ED of RMSE series (10−3)
Transformation time

(sec)

Average SD Average SD

DL4J-LSTM 3.89 0.85 5.97 0.38
TFK-RNN 20.06 5.52 22.29 2.36

TFK-LSTM 16.01 3.64 77.72 2.46
TFK-GRU 22.65 9.55 87.74 5.12

TFK-BiLSTM 12.63 6.59 135.25 2.94
TFK-BiGRU 16.52 6.26 132.22 4.31

transformed by each implementation, similar to what
we did in Scenario 1. Table 9 lists the classification
accuracy rate achieved by each implementation. Ev-
idently, DL4J-LSTM with early stopping led to the
best classification performance. However, when any
TFK-related implementation was tested, they misled
k-means, resulting in a classification accuracy rate
lower than 60%. Based on the above results, it is con-
firmed that DL4J-LSTM with early stopping is rec-
ommended for implementing NP-Free.

Table 9: The classification accuracy rate achieved by each
implementation in Scenario 2.

Implementation Classification accuracy rate

DL4J-LSTM 94% (= 94/100)
TFK-RNN 0% (= 0/100)
TFK-LSTM 48% (= 48/100)
TFK-GRU 48% (= 48/100)
TFK-BiLSTM 55% (= 55/100)
TFK-BiGRU 59% (= 59/100)

If we cross-compare the results from Scenario 1
and Scenario 2 (please compare Table 6 with Table
8, and compare Table 7 with Table 9), we can see
that adopting early stopping for DL4J-LSTM is the
most recommended implementation strategy. This ap-
proach significantly reduces the average transforma-
tion time for each time series from 8.20 seconds to
5.97 seconds. Although it slightly increases the aver-

age ED from 3.19 ·10−3 to 3.89·10−3, it does not neg-
atively affect k-means’ classification. Instead, it led to
a higher accuracy rate, increasing from 84% to 94%.
To understand the reason behind this, we analyzed the
results and found that DL4J-LSTM with early stop-
ping was able to generate more distinct and stable
RMSE series for each subject’s original time series,
resulting in a higher classification accuracy rate.

Therefore, DL4J-LSTM with early stopping
emerges as the most recommended choice due to its
superior ability to preserve the characteristics of the
original time series, its time-efficient processing, and
its ability to lead k-means algorithm to achieve high
classification accuracy.

5 CONCLUSIONS AND FUTURE
WORK

In this paper, we investigated how three well-known
DL frameworks (TensorFlow-Keras, PyTorch, and
Deeplearning4j), five different types of RNNs (RNN,
LSTM, GRU, Bi-LSTM, Bi-GRU), and the early
stopping function impact real-time time series repre-
sentation. We conducted a series of experiments using
a state-of-the-art real-time time series representation
method named NP-Free and real-world, open-source
multivariate gait time series data. These experiments
evaluated different implementation choices in terms
of their representation ability, time efficiency, and im-
pact on time series classification.

The results indicate that RNN variants, DL frame-
works, and early stopping significantly impact not
only representation quality and time efficiency but
also subsequent time series classification. Accord-
ing to the results, TensorFlow-Keras is not recom-
mended, regardless of which RNN is used, because it
leads to unstable RMSE series generation and higher
time consumption when transforming a time series
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into an RMSE series. On the other hand, PyTorch
is the most efficient DL framework among the three,
enabling NP-Free to provide instant processing and
RMSE generation. However, similar to TensorFlow-
Keras, it generates unstable RMSE series that cannot
preserve the characteristics of the original time series.

Deeplearning4j is considered the most suitable DL
framework among the three studied. Although it only
supports LSTM rather than other RNNs, this com-
bination preserves the characteristics of the original
time series in a time-efficient manner, leading to satis-
factory classification accuracy, especially when early
stopping is enabled. Therefore, DL4J-LSTM with
early stopping is the most recommended choice due
to its superior ability to preserve the characteristics of
the original time series, time-efficient processing, and
enabling k-means algorithm to achieve high classifi-
cation accuracy. Our study offers valuable guidelines
for future research on real-time time series represen-
tation using deep learning.

In our future work, we plan to enhance the time ef-
ficiency of NP-Free by adopting strategies such as re-
ducing the number of hidden units and the number of
epochs. Additionally, we intend to release the source
code for all the implementations studied in this paper,
with the aim of advancing research in this area.
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Abstract: In this position paper, we make a case for the appropriateness, utility, and effectiveness of graph models for
big data analysis focusing on Multilayer Networks (or MLNs) – a specific type of graph. MLNs have been
shown to be more appropriate for modeling complex data compared to their traditional counterparts. MLNs
have also been shown to be useful for diverse data types, such as videos and information integration. Further,
MLNs have been shown to be flexible for computing analysis objectives from diverse application domains
using extant and new algorithms. There is research for automating the modeling of MLNs using widely used
EER (Enhanced/Extended Entity Relationship) or Unified Modeling Language (UML) approaches.

We start by discussing different graph models and their benefits and limitations. We demonstrate how MLNs
can be effectively used to model applications with complex data. We also summarize the work on the use of
EER models to generate MLNs in a principled manner. We elaborate on analysis alternatives provided by
MLNs and their ability to match analysis needs. We show the use of MLNs for - i) traditional data analysis, ii)
video content analysis, iii) complex data analysis, and iv) propose the use of MLNs for information integration
or fusion. We show examples drawn from the literature of their modeling and analysis usage. We conclude that
graphs, specifically MLNs provide a rich alternative to model and analyze big data. Of course, this certainly
does not preclude newer data models that are likely to come along.

1 INTRODUCTION

Big data analytics is predicated upon our ability to
model and analyze disparate, complex data sets and
associated application objectives. Relational and
object-oriented data models have served well for
modeling and analyzing transactional data sets that
need to be managed over long periods. NoSQL data
models filled the gap in modeling and analysis for
data sets for which earlier data models were not best
suited. New data models including graph models are
gaining importance due to the diverse types of social
networks and other data types being used for mining,
knowledge discovery, querying, and analysis.

Figure 1: Life Cycle Flow Chart of Mining.

In this paper, we focus on the applicability and
versatility of graphs, especially Multilayer Networks
(MLNs) for moving towards modeling and analysis of
big data. In contrast to the mining approach shown in
Figure 1, big data analysis needs to be addressed us-
ing a life cycle starting from modeling to drill-down

and visualization. Currently, graph models are gen-
erated manually for a given data set without using
any principled approach. For many data sets, both
modeling and analysis computations are quite differ-
ent from the ones addressed in earlier data models. In
this paper, instead of generating a schema, application
requirements and data are transformed into different
types of graphs including MLNs. Moreover, an anal-
ysis may require graph computations, such as short-
est path, substructure discovery, community, central-
ity (e.g., hubs), or their combination. Once the cho-
sen data model is generated and the objectives are
mapped into appropriate computations, any available
package/algorithm can be used. Finally, the analysis
results need to be drilled down and visualized in mul-
tiple ways for decision-making and for taking action.
We present several results from the literature to con-
vince the reader that this workflow is needed. Figure
2 shows our view of the big data analysis life cycle
from gathered application requirements to analysis
of objectives to result drill-down with visualization.
Only graph and MLN models are shown. This work-
flow is iterative.

Drill-down of analysis results is critical, espe-
cially for diverse data that has both structure and se-

Santra, A., Billah, H. and Chakravarthy, S.
Multilayer Networks: For Modeling and Analysis of Big Data.
Paper published under CC license (CC BY-NC-ND 4.0)
In Proceedings of the 16th International Joint Conference on Knowledge Discovery, Knowledge Engineering and Knowledge Management (IC3K 2024) - Volume 1: KDIR, pages 383-390
ISBN: 978-989-758-716-0; ISSN: 2184-3228
Proceedings Copyright © 2024 by SCITEPRESS – Science and Technology Publications, Lda.

383



Figure 2: Life Cycle of Big Data Modeling and Analysis
using Graphs and MLNs.

mantics. For example, it is not sufficient to know
the objects in a community, but additional object de-
tails are needed, similarly, for a centrality hub. For
graph and MLN models, we also need to know the
edges within and across layers, if any. From a com-
putation/efficiency perspective, minimal information
needs to be used for analysis whereas the drill-down
phase needs to expand upon to the desired extent.
Visualization is not new either and there exists a
wide variety of tools for visualizing base data, results,
and drilled-down information in multiple ways. Sev-
eral data visualization platforms are available (GeP,
2014, Samant et al., 2021). Due to space constraints,
we will not discuss drill-down and visualization in
this paper. The contributions of this paper are:

• Complete Life cycle for big data analytics in
comparison with mining

• Graph and MLN models, and analysis alterna-
tives

• Use and applicability of MLNs for complex data
• Graphs and MLNs applicability for video data

analysis
• MLNs Applicability for information integra-

tion/fusion

The rest of the paper is organized as follows. Rel-
evant literature and different graph models are dis-
cussed in Sec. 2 and Sec. 3 respectively. The use of
MLNs to model and analyze complex data is summa-
rized in Sec. 4. The use of MLN in lieu of graphs
is discussed in Sec. 5. Graphs and MLNs applicabil-
ity to model and analyze video data is summarized in
Sec. 6. Finally, the use and applicability of MLNs for
information integration/fusion are discussed in Sec. 7.
We conclude and outline future work in Sec. 8.

2 RELATED WORK

We discuss here how different phases of the lifecycle
have been addressed in the literature.
EER Modeling: Since the 70s, EER model (Chen,
1976) has served as a methodology for database de-
sign, by representing data and functionality require-
ments of real-world applications in a precise manner

by identifying entities, attributes, and relationships
among them. However, with the emergence of data
sets with multiple entity types and relationships along
with complex analysis requirements, such as shortest
paths, important neighborhoods, dominant nodes (or
groups of nodes), etc., the relational data model was
not adequate for modeling and analysis. Recently,
there has been some work in modeling graphs from
EER diagrams but is limited to simple and attributed
graphs only (Roy-Hubara et al., 2017, Angles, 2018).
Graph and MLN Models: When a graph is used as
a data model, the choice of nodes, edges, and their la-
bels becomes important. There are multiple ways of
creating them depending on the analysis objectives.
Further, creating edges needs similarity/proximity cri-
teria which need to be specified/identified. There
needs to be a systematic and configurable approach
for converting raw data sets (.csv files, extracted video
contents, etc.) to graphs or MLN layers. Only
recently, there has been some work (Komar et al.,
2020, Santra et al., 2022) on extending the EER ap-
proach to generate MLN models.
Graph and MLN Analysis: There is substan-
tial work in the area of simple, attributed graphs
and MLNs. For simple graphs, many algorithms
have been developed for shortest paths, spanning
trees, community detection, centrality measures, and
cliques. The breadth and depth-first approaches are
also used for many algorithms. For attributed graphs,
substructure discovery (Holder et al., 1994, Padman-
abhan and Chakravarthy, 2009, Yan and Han, 2002)
for interesting exact and inexact or similar substruc-
tures, and graph search and querying (Das et al.,
2020) have been developed. For MLNs, algorithms
have been developed for homogeneous (HoMLN) and
heterogeneous (HeMLN) MLNs. Community detec-
tion algorithms have been extended to HoMLNs (re-
view: (Kim and Lee, 2015, Magnani et al., 2021)).
Further, methods have been developed to deter-
mine centrality measures to identify highly influ-
ential nodes (Solé-Ribalta et al., 2014, Zhan et al.,
2015). Recently developed decoupling-based ap-
proaches combine partial analysis results from indi-
vidual layers systematically in a loss-less manner to
compute communities (Santra et al., 2017) or cen-
trality hubs (Pavel et al., 2023) for layer combina-
tions. Majority of HeMLN work (reviews in (Shi
et al., 2017, Sun and Han, 2013)) focuses on de-
veloping meta-path based methods for object simi-
larity, object classification, missing link prediction,
ranking/co-ranking, and recommendations. Few ex-
isting works generate clusters of entities (Melamed,
2014). Most of them concentrate mainly on inter-
layer edges and not the networks themselves.
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Graph Models for Video Analysis: Several custom
approaches have been developed for modeling videos
as scene graphs (Ji et al., 2020, Ou et al., 2022) by
training deep learning algorithms and can perform
fixed types of analysis (Billah et al., 2024). They
need to be retrained or a new algorithm is required to
perform a new type of analysis. Several frameworks
are also available which models extracted video con-
tents as attributed graphs (Yadav et al., 2020, Zhang
et al., 2023) and perform analysis on them. How-
ever, they do not consider all the extracted video con-
tents for modeling and only support simple analysis
such as counting the number of objects. They can-
not perform complex analyses (e.g., finding groups)
on videos. Graphs and MLNs can be leveraged to
model all the extracted video contents and new al-
gorithms/operators need to be developed to perform
interesting analysis on videos.

3 GRAPHS FOR BIG DATA
ANALYSIS

Graphs capture relationships between entities in ap-
plication data using nodes and edges. This represen-
tation allows us to perform various analyses based on
the graph structure and relationships found in the data.

3.1 Graph Types Used as Data Models

A simple graph is defined as (V, E) where V is a set
of vertices or nodes and E is a set of edges connect-
ing two distinct vertices. E is a subset of V × V. The
edges are assumed to be unweighted, either directed
or undirected, and loops and multiple edges between
nodes are not allowed. Typically, vertices have unique
numbers, but labels of nodes and edges need not be
unique. These graph models are widely used for mod-
eling and analyzing applications.

An attributed graph (also called a multigraph)
is defined as (V, E, φ) where V is a set of vertices
or nodes, E is a set of edges connecting two dis-
tinct vertices, and φ is a function mapping of E to
{{x,y} | x,y ∈ V and x ̸= y}. If the distinctness of
nodes is removed, loops will be allowed as well. The
main advantage of a multigraph or attributed graph
from a modeling viewpoint is that it captures multi-
ple entities and multiple relationships between enti-
ties. Multiple labels can be associated with nodes and
entities. With the attributed graph model, it is possible
to include relevant information from the data descrip-
tion as labels and hence is more expressive as a model
than a simple graph model.

An MLN is a network of simple graphs (or
forests). In this model, every layer represents a dis-
tinct relationship among entities with respect to a sin-
gle (or combination of) feature(s). The sets of entities
across layers, which may or may not be of the same
type, can be related to each other too.

An MLN can be used to separate entities and cor-
responding relationships from an attributed graph into
separate layers where each layer is a simple graph.
This provides more clarity in understanding and pro-
cessing. MLNs are widely used for modeling com-
plex data sets with multiple types of entities and mul-
tiple relationships between the same types of entities.
They can also capture relationships between different
types of entities.

Figure 3: Multilayer Network Types.

Based on the type of relationships and entities,
MLNs can be classified into three types. Layers of
a homogeneous MLN (HoMLN) are used to model
different relationships among the same entity types
like movie actors who are linked based on co-acting
(i.e., they act together in a movie) or have simi-
lar average rating or have worked in similar genres
(Figure 3(a)). Thus, V1 = V2 = . . . = Vn and inter-
layer edge sets are empty as no relations across lay-
ers are necessary. Relationships among different
types of entities like researchers (connected by co-
authorship), research papers (connected if published
in the same conference), and year (related by pre-
defined ranges/eras) are modeled through heteroge-
neous MLN (HeMLN) (Figure 3(b)). The inter-
layer edges represent the relationship across layers
like writes, published-in, and active-in. In addition to
being collaborators, researchers may be social media
friends. Thus, to model multi-feature data that cap-
ture multiple relationships within and across dif-
ferent types of entity sets, a combination of homoge-
neous and heterogeneous MLNs is used, termed hy-
brid MLN (HyMLN), as shown in Figure 3(c). Here,
the first and the third layer have the same node types
(researchers) linked to the city nodes they reside in,
which are in turn connected based on the flight net-
work (second layer).
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The above graph types and MLN variants pro-
vide alternatives for matching modeling and analysis
needed for application data. Further, MLNs provide
clarity in understanding the data set. Additionally, the
availability of algorithms for a specific graph model
also plays a key role in the choice of the graph model.
For instance, there are not many algorithms avail-
able for attributed graphs in contrast to simple graphs.
There is considerable ongoing research in developing
algorithms for the MLNs (Boden et al., 2012, Santra
et al., 2017) due to the clarity of the model. Hence,
MLNs are preferred for modeling complex data sets.

3.2 EER Modeling Extensions

In contrast to the relational data model, a principled
approach to convert application requirements into a
chosen graph model (simple, attributed, or MLN) is
lacking. However, recently there has been some work
in this regard (Komar et al., 2020, Santra et al., 2022)
leading to the wider use of MLNs. Broadly, the enti-
ties in the EER diagram dictate the formation of lay-
ers with the entity instances as layer nodes and the
binary self relationship defining the intra-layer edges.
The binary non-self relationships define the inter-
layer edges. Some relationships are self-explanatory
and can be easily mapped into edges like friendships,
siblings, direct flights, and so on. However, some re-
lationships are non-explicit like “two actors working
in similar genre of movies” for which the EER model
needs to have a parameter attribute for the relation-
ship that defines the similarity metric and threshold.
The value of these parameter attributes will be used
to generate the edges in the MLN. Currently, we are
developing algorithms for converting EER to any type
of graph, not just MLN. More research is needed in
this area to make analysis easier.

4 MLNs FOR BIG DATA
ANALYSIS

Depending on the analysis requirements, the Google
Knowledge Base (GKB) data set can be modeled as
different types of MLNs. For instance, there exist
multiple relationships among the same set of people
- whether they are married to each other or have the
same birth state or studied in the same university, and
so on. This gives rise to a homogeneous GKB MLN
with the same set of nodes being connected differently
in each layer (Figure 4(a)). Similarly, Figure 4(b)
shows an HeMLN where both layers have different
sets of entities - person, and company.

Figure 4: Google Knowledge Base modeled as MLNs.

The person nodes are connected if they studied
in the same university, the company nodes are con-
nected if they focus on similar fields, and the person
nodes are connected to the company nodes that they
founded/established through inter-layer edges. This
may also be extended to Hybrid MLNs if two differ-
ent person layers are connected to a company layer.

4.1 MLN: Multiple Analysis Choices

Figure 5 shows three MLN analysis alternatives. Fig-
ure 5(a) shows an MLN conflated into a simple graph
by aggregating layers. These aggregation approaches,
termed type-independent (Domenico et al., 2014) and
projection-based (Berenstein et al., 2016), ignore type
information. Hence, they do not support structure and
semantics preservation without elaborate mappings as
they aggregate or collapse layers into a simple graph
in different ways. As observed in the literature, with-
out additional mappings, currently-used aggregation
approaches are likely to result in some information
loss, distortion of properties, or hide the effect of dif-
ferent entity types and/or different intra- or inter-layer
relationships (Kivelä et al., 2013,De Domenico et al.,
2014). At the other end of the spectrum, Figure 5(c)
shows the same MLN layers and result computation
by traversing the MLN as is.

Figure 5: (a) Lossy Vs. (b) Decoupling Vs. (c) Whole
MLN approaches (Santra et al., 2022).

Figure 5(b) on the other hand proposes an ap-
proach, termed networking decoupling, where net-
work property for each layer is computed indepen-
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dently (possibly in parallel) in the analysis (Ψ) phase
and compose them using a binary operator Θ. This
approach has been shown to be effective and can
be done using Boolean operations for HoMLNs and
HeMLNs without losing type information. Further-
more, it is more efficient than the approaches shown
in Figure 5(a) or (c). Finally, the clarity of modeling
using MLNs is retained as well.

5 USE OF MLNs IN LIEU OF
GRAPHS

Based on daily life interactions (education, social me-
dia platforms, restaurant check-ins, healthcare check-
up appointments, etc.) different facts are available on
the web. In terms of knowledge base, “different facts”
about a person are captured in the GKB. Freebase
captures such information for famous personalities:
birth place and residence, education institutions at-
tended, birth and death date (if available), companies
worked in/founded, family-based relationships and so
on (Bollacker et al., 2008). Here, people, universi-
ties, companies, and states are related to each other
based on explicitly available interactions or relation-
ships. Some interesting analysis objectives can be:

(GKB-O1) Find frequently occurring patterns
among states, based on university locations
and place of company headquarters for the
entrepreneurs.

(GKB-O2) Find groups of people who were born in
the same state and have studied in the same uni-
versity.

(GKB-O3) For each group of founders who have
studied in the same university, find out the most
popular focus field among the group of similar
companies that they have founded.

Although objective (GKB-O1) can be computed us-
ing traditional graph models, MLNs are needed for
objective (GKB-O2) and others similar to that. The
HoMLN shown in Figure 4(a) is required to address
(GKB-O2). In this case, we need to “Find groups
of people who were born in the same state and have
studied in the same university”. Here “grouping” key-
word means that we need to compute communities
among the people nodes, followed by AND compo-
sition (due to the “and” keyword). For AND com-
position, here the CE-AND composition algorithm is
used that intersects the community edges, then per-
form a connected component analysis to obtain the
group of nodes that are tightly connected in both the
layers (Santra et al., 2022, Santra et al., 2017). Thus,

the analysis expression based on the decoupling ap-
proach can be expressed as:
Expression: Ψ(PERSON-Born-in-same-state) Θ
Ψ(PERSON-Studied-in-same-university);
where Ψ = Community; Θ = CE-AND (composition)

Similarly, for (GKB-O3), the HeMLN shown in
Figure 4(b) is used. Here, “For each group of
founders who have studied in the same university,
we need to find out the most popular focus field
among the group of similar companies that they have
founded.” Thus, communities need to be detected
in both person and company layers, which become
meta-nodes in the bipartite graph. The number of
inter-layer edges between the constituent nodes of
each pair of meta nodes will define the edge weight.
Finally, maximal weighted matching (MWM) will
give us the required optimal pairing of person and
company communities (Santra et al., 2022). The anal-
ysis expression is as follows:
Expression: Ψ(PERSON-Studied-in-same-univer- sity)
Θ Ψ(COMPANY-Focus-on-similar-fields);
where Ψ = Community; Θ = MWM (bipartite maximum
weighted matching)

6 GRAPHS/MLNs FOR VIDEO
ANALYSIS

Our goal, as part of big data analysis, is to han-
dle different data types (4 Vs of big data) in the
same way we handle structured and tabular data. If
videos (or extracted contents) can be modeled using
graphs/MLNs, the same life cycle approach can be
applied for video analysis, enabling the modeling and
analysis of video data alongside other data types. As
discussed in Sec. 2, the existing custom approaches
for video analysis require new software/algorithm/re-
training to perform a new analysis. Hence, this ap-
proach does not lend itself to the holistic analysis re-
quired for big data. In contrast, if big data analy-
sis were to include video analysis in mainstream data
processing, a different approach would be needed.

Some works in the literature used graphs for video
analysis as explained in Sec. 2. Recently, (Billah
et al., 2024) proposed a novel approach for video
analysis that has the potential to advance big data
analysis to include videos. This approach is novel
as video contents are extracted once (using existing
Video Content Extraction (VCE) algorithms), mod-
eled, and then analyzed to identify a variety of situ-
ations from them. This approach has several advan-
tages: i) video contents are extracted only once, ii)
it is possible to model these extracted contents com-
pletely, iii) several analysis expressions can be formu-
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lated and computed on them, iv) both “ad hoc” and
“what if” analysis can be supported, and v) most im-
portantly, this can be extended for real-time analysis.

A workflow of open-source VCE algorithms can
be used for extracting object bounding boxes and
class labels (with a confidence score) using object de-
tection (YOLO (Wang et al., 2024)) algorithm, unique
identifier (object id) for each object and feature vec-
tors using object tracking (Bot-sort (Aharon et al.,
2022)) algorithm, and pose coordinates using pose es-
timation (HRNet (Wang et al., 2020)) algorithm.

Modeling of Extracted Video Contents: The dif-
ferent types of extracted video contents can be mod-
eled in multiple ways. Two promising models that are
being explored in the literature are the extended re-
lational model (Billah and Chakravarthy, 2024) and
the graph model (Billah et al., 2024). If it is mod-
eled using an extended relational model, Continuous
Query Language (CQL) (an extension of the widely-
used Structured Query Language (SQL)) can be used.
If the extracted contents are modeled as graphs, dif-
ferent graph analysis techniques can be used. The ra-
tionale for using multiple models is that some analysis
may be easier in one model as compared to the other.
For example, clustering of objects is easier using the
graph model than the extended relational model. We
will focus on the graph model as this paper is about
the utility of graphs and MLNs for big data analysis.

To represent extracted video contents as graphs,
nodes and edges need to be identified and other re-
lated information (e.g., the feature vectors, bounding
boxes, etc.) needs to be associated properly for com-
putation. Many analyses involve objects. Hence, ob-
jects are represented as nodes and Object id as node
id in the literature. There are multiple choices to cre-
ate edges (e.g., the distance between objects, and their
spatial relationship in a frame, etc.). Figure 6 shows
a graph representation of a sample video frame with
nodes with two labels: frame id ( fid) and object class
label (Ol) and edges (based on the objects bounding
box centroid distance).

A spectrum of alternatives exists for the graph rep-
resentation, each with different advantages and disad-
vantages. It is possible to model the entire video as

Figure 6: Graph representation of a sample video frame.

one graph (model M1) using object id for nodes (with
a large amount of information with each node). It is
also possible to create a graph for each frame (model
MF ) (shown in Figure 6), where the number of graphs
will be equal to the number of non-empty frames F in
the video. Options in-between are also possible where
a forest of g ( 1 ≤ g ≤ F) graphs (model Mg) can
be generated by aggregating the consecutive frames
into a graph based on some constraints, with vary-
ing numbers of graphs for different videos. The in-
between alternatives allow us to compress node labels
and edges in different ways reducing the storage re-
quired and can also reduce computational complexity
as the graphs are generated in some logical manner.

Video Content Analysis Using the Graph Models:
Below, we indicate video analysis examples using
graph models from the literature.
1. Identifying Groups (Billah et al., 2024): In as-

sisted living environment videos, it is useful to
identify isolated individuals (not participating in
group discussions, etc.) This analysis has been re-
ported in (Billah et al., 2024) to cluster individuals
in video frames by leveraging K-Means clustering
on model MF where nodes are objects and edges
are the object bounding box centroid distances.

2. Identifying if a Parking Slot is Occupied (Ya-
dav et al., 2020): In surveillance videos, it is of-
ten important to know which parking spaces are
occupied. This analysis has been reported in (Ya-
dav et al., 2020) using model MF , where nodes are
objects and edges are spatial bounding box rela-
tionships (e.g., overlap, inside, etc.) between ob-
jects in a frame. Their proposed algorithm identi-
fies a parking lot as occupied if the parking lot and
a car’s bounding box overlap over a threshold.

In summary, extracted video contents are shown to be
modeled and analyzed using alternative graph mod-
els and analysis algorithms. MLNs come in handy
to model multiple graphs (or videos) as different lay-
ers and perform combined analysis. HoMLNs can be
used by connecting object ids from different graphs
generated from the same video or by connecting ob-
ject ids from different videos if their feature vectors
match. Once modeled appropriately, interesting anal-
ysis (e.g., groups of objects entering and exiting a
premise after n minutes of each other) can be per-
formed using graphs/MLNs.

7 MLNs FOR INFORMATION
FUSION

Analysis of a single modality/data type has been the
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major focus until now, be it structured (e.g., stream
data processing (Barbieri et al., 2010)) or unstructured
data (e.g., image and video analysis (Zhang et al.,
2023, Yadav et al., 2020), text and natural language
processing (Otter et al., 2020)). Yet, when all or a sub-
set of these data types must be analyzed holistically,
several challenges emerge. These problems have been
categorized under various headings, such as data fu-
sion, multi-modal data analysis, and others which are
limited in scope and context (Atrey et al., 2010). The
challenges originate due to the lack of approaches that
can effectively perform information fusion both at the
modeling and analysis stages. Therefore, the holistic
approach needs to accommodate modeling, and anal-
ysis techniques for objectives for performing knowl-
edge discovery. In our view, MLNs with their model-
ing and analysis advantages provide a path to explore
information fusion. Many applications, such as cyber-
security, healthcare, and surveillance can benefit from
this. We illustrate this with an example.
Sample Application – Healthcare: Patient data is
collected in diverse formats by different specialists
over time. This data constitutes the patient’s medi-
cal records including demographics, hospital/doctor
visits, vital signs, medications, progress notes, aller-
gies, radiology images, and laboratory results, and
can be further enriched by exercise data, etc. This
data is both spatial and temporal. When all this data
is accumulated, holistic knowledge discovery over an
individual and the population is possible. This ap-
plication with big data characteristics can be used
for personalized care using querying, searching, and
mining. MLNs can be used for effectively modeling
this data and for flexible analysis. Layers that can
be identified are: i) Demographics Layer(s): Pa-
tient nodes are connected by edges based on demo-
graphics (age, ethnicity, profession, education level,
etc.), ii) Image/Video Layer(s): Patient nodes are
connected based on the similarity of patterns present
in them (X-rays, MRIs, EKG, and CT Scans), iii)
Pathology Layer(s): Patient nodes are connected
based on the similarity of indicators (e.g., high sugar,
high/low BP, etc.), iv) Vaccination Layer(s): Person
nodes are connected based on the number of doses
and type of shots. These layers can be generated for
county/city/state as needed.

Figure 7(a) illustrates 4 possible layers of the
hybrid healthcare MLN, with the inter-layer edges.
For example, the demographics layer can be linked
with scan/pathology layers based on whom the re-
port belongs to with the test report date and symp-
toms as the label information. From this MLN,
it is also possible to extract graphs for an individ-
ual or a select group for different types of analy-

Figure 7: Healthcare MLN.

sis (shown in Figure 7(b) for patient p1 and his/her
family). This model with the extracted graph(s) al-
lows us to query, search, and analyze to discover
knowledge using all or a subset of layers in various
ways. Few examples are - using collective infor-
mation of an individual and family, a physician can
draw holistic inferences which may not be possible
without a model that represents multi-source, multi-
type data (personalized/customized holistic diag-
nosis/inference), find group(S) of people for a spe-
cific demographics who had lung problems and other
co-morbidity (e.g. diabetes) and contracted Covid
(aggregate analysis using homogeneous and het-
erogeneous community detection on multiple lay-
ers), people who did not have any history of lung
issues but contracted Covid (mining on a subset of
layers using Boolean NOT operation).

8 CONCLUSIONS

In this position paper, we argue for MLNs as a vi-
able alternative for big data analytics. We have dis-
cussed the versatility of MLN models and their ability
to model diverse data, the recent work on MLN model
generation using the EER approach, and efficient
MLN algorithm development for analysis. Based on
MLN work in the literature, we have argued for their
use for modeling and analyzing complex data sets in-
cluding images, videos, and other data types (e.g.,
natural language). There is an ongoing effort to ap-
ply MLNs for information fusion/integration as well.
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Abstract: With the rapid advancement of technology in today’s interconnected world, Ambient Intelligence (AmI)
emerges as a powerful tool that revolutionizes how we interact with our environments. This article delves
into the integration of AmI principles, Python programming, and Geographic Information Systems (GIS) to
develop intelligent route recommendation systems for urban exploration. The motivation behind this study
lies in the potential of AmI to address challenges in urban navigation, personalized recommendations, and
sustainable transportation solutions. The objectives include optimizing travel routes, promoting sustainable
transportation options, and enhancing user experiences. This research will contribute to advancing AmI tech-
nologies and their practical applications in improving urban living standards and mobility solutions.

1 INTRODUCTION

Ambient Intelligence (AmI) represents a new
paradigm in computing that aims to embed intelli-
gence into everyday environments. It involves the in-
tegration of computational capabilities into ordinary
objects, allowing them to interact with users and each
other in a natural and intelligent manner. AmI em-
phasizes the presence of humans alongside smart in-
terfaces that can adapt to human emotions, behaviors,
and expectations. This concept envisions the creation
of smart environments, such as smart homes, smart
healthcare facilities, and smart cities, where everyday
objects are seamlessly connected and capable of en-
hancing daily living experiences. AmI is seen as a
significant societal and cultural shift, with the poten-
tial to transform the way people interact with technol-
ogy and their surroundings (Thankachan, 2023).

Since AmI takes advantage of sensors and Internet
of Things (IoT) devices to gather information about
the surrounding environment, it is a useful tool to
make inferences based on proximity, intent, and be-
havioral patterns. This facilitates personalized ex-
periences, as for example, receiving location-based
alerts when reaching points of interest (POIs) in a new
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b https://orcid.org/0009-0003-5962-0386
c https://orcid.org/0000-0002-3692-338X

city(Mahmood et al., 2023).
Ambient Intelligence enhances the accuracy and

relevance of environmental data by incorporating Ge-
ographic Information Systems (GIS) and Informa-
tion Retrieval techniques. GIS offers spatial analy-
sis and mapping to understand user interactions ge-
ographically, while Information Retrieval efficiently
extracts relevant data for context-aware recommen-
dations. Clustering techniques group similar data
points to identify patterns in user behavior, aiding
route recommendation systems by predicting optimal
paths based on historical data and preferences. These
technologies enable AmI to create intelligent environ-
ments that anticipate and respond to user needs, pro-
viding seamless and enriched interactions.

The motivation behind this study lies in the prac-
tical application of advanced geospatial technologies
and algorithms to enhance urban navigation. The
aim is to develop an intelligent system that can pro-
vide efficient, customizable routing solutions tailored
to individual preferences, particularly in urban envi-
ronments where efficient navigation and personalized
experiences are crucial to navigate busy zones and
discover POIs. Therefore, these intelligent systems
can offer context-aware recommendations and opti-
mize routes tailored to user preferences and sustain-
able transport options, ultimately promoting efficient
travel and contributing to sustainable urban mobility.
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This work explores the integration of AmI prin-
ciples, Python programming, and GIS to develop in-
telligent route recommendation systems for urban ex-
ploration based on POIs and available public trans-
portation. Given a city and, optionally, a category,
the system will reply with a list of POIs and a sug-
gested route to visit the largest number of POIs in
the shortest route possible using public transporta-
tion. The base of this work is a variant of the Trav-
elling Salesman Problem (TSP), which involves find-
ing the shortest possible route that visits a set of given
locations exactly once and then returns to the start-
ing point (Özcan and Kaya, 2018). The challenge in
this research is similar to the one on TSP: determine
the most efficient route between multiple POIs while
minimizing the total travel distance.

The structure of the article includes a review of re-
lated works and AmI principles and their relevance in
urban navigation, followed by a discussion of techni-
cal aspects such as data integration, route optimiza-
tion algorithms, and visualization techniques using
platforms like Quantum GIS (QGIS).

Practical implications, potential extensions, and
the broader impact of AmI-driven solutions on urban
mobility and city planning are also addressed in the
discussion and conclusions sections. This work aims
to contribute to the advancement of technology that
enhances user experiences and promotes sustainable
and efficient mobility solutions in urban settings.

2 RELATED WORK

In this section, a brief literature review is presented,
focusing on existing applications, systems, and stud-
ies that share similar objectives or themes related to
AmI and intelligent route recommendation systems
for urban exploration based on POIs.

Based on the TSP, (Özcan and Kaya, 2018)
aimed to create a new tourist guide app using Open-
StreetMap (OSM). To achieve this, the study involved
various tasks using OSM tools, libraries, and frame-
works. These tasks included real-time area drawing
on OSM, path computation, selection of POIs, and
map understanding. The app intends to determine the
shortest route between user-selected destinations, op-
timizing travel time and displaying the route visually
on the map. The Hill Climbing Algorithm (HCA),
known for its memory efficiency and local search ap-
proach, was used for the TSP.

On the itinerary recommendation variant, (Pana-
giotakis et al., 2022) proposed a method to person-
alize itinerary recommendation (PIR) with POIs cat-
egories, for tourists tours. The authors’ method was

based on the Expectation Maximization (EM) algo-
rithm, and solves, sequentially, the PIR problem by
selecting POIs that maximize a suitable objective
function, such as user satisfaction, user time bud-
get, POIs opening hours, POIs category and spatial
constraints. In a similar scope, (Lou, 2022) focused
on categorizing POIs but with an improved k-means
algorithm to be applied to intelligent tourism route
planning. The proposed scheme considers tourists’
preferences and aims to find the shortest route be-
tween desired locations within a selected area.

(Mahdi et al., 2023) also redirected their research
focus towards POIs. They applied regression mod-
els to analyze the data obtained from Google Popu-
lar Times (GPT) to predict the amount of time people
would spend at POIs. With this contribution, a sim-
ilar process would be possible to improve the route
generation plan when time constraints are a variable.

Besides the prediction of the time spent at a POI,
when planning a route based on public transportation,
it is also crucial to take into account the time spent
from one point to another. (Zhang et al., 2022) state
the importance of improving travel time prediction.
The study highlights the importance of real-time, ac-
curate, reliable and low-cost multi-source data for bet-
ter predictions. The authors affirm that the traditional
methods for predicting travel time are deficient and a
new approach based on intelligent technology would
improve the prediction accuracy. In order to accom-
plish this, a prediction model based on the Kalman
filter - high accuracy in one-step prediction - was de-
signed. For this model, two sub-modules were cre-
ated: the Route Travel Time Prediction Model - pre-
dicts travel time for an entire bus route - and the Stop
Dwell Time Prediction - predicts the time spent at bus
stops. In this study, the data sources used included
GPS (Global Positioning System), AFC (Automatic
Fare Collection), and IC (Integrated Circuit) and the
models were validated using Automatic Vehicle Lo-
cation (AVL) from real world scenarios. The results
indicate the prediction model meets accuracy require-
ments for travel time prediction.

(Sarridis et al., 2022) proposed a personalized
route recommendation system that balances the trade-
off between distance and POIS using hypergraph
models. Their framework considers tourist satisfac-
tion and leverages both visual and geographical data
to optimize the shortest path algorithm through POI
images embedded in a hypergraph. Similarly, (Karan-
taidis et al., 2021) applied multi-stage optimization
learning in hypergraph structures for image and tag
recommendations, dynamically updating hypergraph
structures and hyperedge weights to achieve higher
accuracy in POI ranking and recommendations.
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The contribution of (Li et al., 2021) to this work
is based on a solution for another problem. Instead
of the common questions such as “find the k near-
est POIs around me” or “give me the bus plan from
s to d”, the authors proposed a method to answer the
“give me k POIs that I can reach earliest within one
transfer by bus”. In the public transportation network
(PTN), the users’ primary concern is “which POI can
be reached with the least travel time under some spec-
ified transfer numbers considering the different depar-
ture time and frequency of buses”. To answer the pro-
posed question, the k-nearest neighbor (kNN) query
should be applied. Given a set of information—POIs,
a PTN, a location, departure time, and a transfer num-
ber constraint—the kNN query returns the k POIs that
meet these conditions.

Another possible method for location-based sys-
tems, besides kNN, is the Multi-Cost Transportation
Network-constrained skyline query (MCTN-CSQ).
(Gong et al., 2020) implemented the CSQ System,
the first of its kind, as a web application supporting
constrained skyline query on multi-cost transportation
networks. Users input query points and receive sky-
line answer-objects reachable via transportation net-
works, superior on at least one dimension. For exam-
ple, lets assume a user needs to book a room for the
night but he has more constraints about the desired
room: it can be reached by taking public transporta-
tion, and the transportation fare and the travel time
should be reasonable - the query processing compo-
nent of the CSQ System handles the query execution.
“The system is implemented as a web application,
which allows users to input a query point from a web
interface, get the skyline result by using several algo-
rithms, and display the result on the web interface”
(Gong et al., 2020).

3 SYSTEM ARCHITECTURE

The application is designed to provide a comprehen-
sive solution for route planning and analysis within
the QGIS environment. The system architecture is
composed of several elements, interconnected to fa-
cilitate preprocessing, route generation, spatial analy-
sis, visualization, and user interaction.

The user interface, implemented using the QGIS
interface in the first phase and a plugin in QGIS in
the second phase, serves as the entry point for users
to select the city and visualize the suggested route, as
well as to specify POI categories. The route genera-
tion engine employs an algorithm to compute the op-
timal route, connecting different POIs based on user-
defined parameters. The aim is to find the shortest

path in the road network integrating public transport
routes and stops.

In the first phase, a proof of concept is achieved
by working with the available processing tools and
plugins in QGIS, such as ORS (OpenRouteService)
tools. The system uses data provided for the devel-
opment of this project, specifically POIs and roads in
Portugal and public transportation in Coimbra. The
spatial visualization is handled by the QGIS environ-
ment, taking advantage of HeatMaps and route over-
lays to visually present analysis results, as well as to
produce a georeferenced PDF.

For the second phase, a custom plugin is devel-
oped to provide the user with a more friendly and in-
tuitive interface. Using the user’s input for a location
and category of POIs, and the processing of POIs with
machine learning methods, a route is drawn using the
shortest path possible across the region with the most
of these POIs.

4 DATA SOURCES

To populate the application with pertinent data con-
cerning POIs, the primary source relies on Open-
StreetMap for the second step, retrieved through the
“osmnx” python package.

For the first step, data containing POIs and roads
of Portugal in shapefiles format were provided in the
context of this project, as well as public transporta-
tion data for Coimbra, with routes and stops for SM-
TUC (Serviços Municipalizados de Transportes Ur-
banos de Coimbra). Additionally, the application in-
tegrates (1) the QGIS plugin QuickOSM to retrieve
the boundaries of Coimbra city and (2) the module
Quick Map Services (QMS) to procure a standardized
raster layer of OSM.

5 MACHINE LEARNING

To enhance the performance of the application, Clus-
tering is applied, which allows the identification of
groups of POIs that are geographically close to each
other. Through this unsupervised learning method,
the most concentrated area of POIs is identified and a
route is established within that zone. A density-based
cluster analysis algorithm, the Density-Based Spatial
Clustering of Applications with Noise (DBSCAN), is
applied due to its robustness and effectiveness in han-
dling spatial data. As noted in (Lou, 2022), DBSCAN
has the great advantage of clustering dense datasets of
any shape and is “sensitive to the selection of initial
values, but insensitive to noise points and has certain
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noise immunity”. Another advantage is the unneces-
sary need to predefine the number of clusters. The
initial DBSCAN parameters are:

• eps (ε). The maximum distance between two
points to be considered as part of the same neigh-
borhood. This parameter defines the radius of the
neighborhood around each point.

• minPts. The minimum number of points required
to form a dense region. A point is considered a
core point if it has at least minPts within its eps
radius.

These parameters are crucial for the performance
of the DBSCAN algorithm. In this study, eps and
minPts are fine-tuned based on the spatial distribution
of POIs in the dataset.
The clustering process entails loading the road net-
work graph using OSMnx, projecting the POIs to align
with the Coordinate Reference System (CRS) of the
graph, and generating a distance matrix based on net-
work distances. Subsequently, the DBSCAN algo-
rithm is employed to detect clusters, and the outcomes
are assessed using metrics like Silhouette Score and
Davies-Bouldin Index.

The Silhouette Score measures how similar a
point is to its own cluster compared to other clus-
ters. Higher values indicate well-defined clusters with
clear separation between them. The Davies-Bouldin
Index assesses the average similarity ratio of each
cluster with its most similar cluster, where lower val-
ues indicate better-defined clusters with less overlap.
These metrics provide a quantitative evaluation of the
clustering quality, ensuring that the clusters formed
are meaningful and accurate.

6 VISUALISATION OF DATA

Throughout the first and second phases, different ap-
proaches are utilized for collecting, treating, and dis-
playing the results. Both approaches are addressed,
demonstrating the evolution and refinement of the
methods to achieve a more automated response in cus-
tom route generation.

6.1 Phase I

Taking advantage of the already present module in
QGIS, QMS, the standardized raster layer is retrieved,
providing a comprehensive and detailed map back-
ground in EPSG:4326. This CRS, also known as
WGS 84, is widely used in geographic coordinate sys-
tems and is the one that the ORS API expects in the
requests.

To commence data analysis, the shapefiles of Por-
tugal’s POIs and roads are imported, along with the
SMTUC General Transit Feed Specification (GTFS)
containing route information and bus stops, facilitated
by the GTFS GO plugin. Furthermore, the polygon
delineating the region of Coimbra is imported using
the QuickOSM plugin. Additionally, a new polygon
is drawn within the Coimbra region to delimit the
analysis area.

A new layer, named Coimbra POIS is created
through the extraction by location of elements that in-
tersect or are contained within the area of the poly-
gon. This layer is subsequently utilized as the foun-
dation for generating a HeatMap, providing a visual
representation of the concentration of POIs within the
delimited area. Since meters are preferred over de-
grees for measurements, the layers are re-projected to
EPSG:3763. This adjustment enables the proper con-
figuration of parameters for the DBSCAN algorithm
(ε: 200 meters; minPts: 4), using the Coimbra POIS
layer as the data source. The outcomes demonstrate
a clear separation of clusters, indicating a satisfactory
fit, as shown in Figure 1. To enhance visualization
and delineate cluster regions more distinctly, concave
hulls are employed for each cluster. A concave hull
is a shape that closely wraps a set of points, capturing
the boundaries of the points more accurately. The re-
sult provided a collection of polygons encompassing
the points within each cluster, as depicted in Figure 2.

Figure 1: Heatmap with DBSCAN clustered POIs.

In this phase, the simulation involves a user who
wishes to travel from point A to point B, as depicted in
Figure 2, utilizing the shortest path and public trans-
portation services. With this goal in mind, a man-
ual approach is adopted for route construction. Us-
ing the ORS tools, a few points are manually selected
as coordinates to create two custom routes, employ-
ing the shortest path and driving-car preferences. Af-
ter re-projecting both custom and SMTUC routes and
stops, each route is segmented into sections of ap-
proximately 500 meters, resulting in the creation of
two new layers: (1) SMTUC sections intersecting the
custom routes and (2) SMTUC stops along the cus-
tom route. Additionally, leveraging ORS tools, a new
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layer with isochrones is created, as seen in Figure 3.
An isochrone is a line or boundary on a map that con-
nects points representing equal travel time or distance
from a particular location. This new layer provided a
visual analysis of the area accessible from each SM-
TUC stop along the route within 2, 5, and 7-minute
thresholds.

Figure 2: Route 1.

Figure 3: Route 2 with isochrones for 2 minutes.

Given the limitations of the ORS API for
isochrones, no route with them is created to the center
of the largest cluster of POIs. Nonetheless, through
visual analysis, it can be confirmed that using this ap-
proach could indeed provide an effective tool for route
customization based on POI concentration and public
transportation.

6.2 Phase II

In the second phase, the system allows users to se-
lect POIs from any geographic location. These POIs
are organized into top-level categories, each contain-
ing subcategories. For example, the Tourism category
includes Hotels and Museums, the Amenity category
features Bars and Cafes, and the Shop category en-
compasses Malls.

The main objective of this stage is to provide a
more automated response to the challenge presented
in the first phase of this project. A plugin for QGIS
has been developed - Optimal Custom Route - which
offers an intuitive and efficient tool for route planning
and visualization.

The development environment includes OSMnx
for geographic data handling, OpenRouteService for
routing, gpxpy for GPS Exchange Format (GPX) file
manipulation, scikit-learn for clustering, and geopy
for geocoding. These libraries provide the necessary
tools for implementing the plugin’s core functional-
ities and can be installed using the following com-

mands:
$pip install osmnx
$pip install openrouteservice
$pip install gpxpy
$pip install scikit-learn
$pip install geopy

The next step focuses on designing and imple-
menting the user interface, developed using PyQt5.
This interface comprises two main windows:

1. The first window allows users to input the name
of the city for which they want to plan a route.

2. The second window is dedicated to route cus-
tomization details, as shown in Figure 4.

Figure 4: Customization window with a starting point de-
fined and customized DBSCAN parameters.

To handle geographic data, the plugin utilizes
“OSMnx” to collect and process map data from Open-
StreetMap. The process commences with geocod-
ing the city name to acquire geographic coordinates.
These coordinates are subsequently utilized to import
the relevant map tiles into QGIS as layers, thereby
offering users a visual representation of the area of
interest.

For selecting POIs, users can choose from various
categories, such as tourism, amenities, and shops. The
plugin dynamically generates checkboxes for each
subcategory, allowing for detailed selection. Once the
POIs are selected, the plugin retrieves the correspond-
ing data from OpenStreetMap and saves the data in a
new layer with the name, category, and subcategory
of the POI. Then, it proceeds to clustering using the
pre-defined values of ε = 200 meters and minPts = 4
or custom values chosen by the user.

Clustering analysis plays a crucial role in the plu-
gin, focusing on grouping POIs based on geographic
proximity. To use the collected data, a transformation
is needed. In this phase, the coordinates of the POIs
are converted to a suitable coordinate system to en-
sure accurate distance measurements. Typically, the
Universal Transverse Mercator (UTM) projection is
used because it provides a more accurate represen-
tation of distances compared to latitude and longi-
tude. This is essential for spatial data analysis, as the
DBSCAN algorithm operates on distances between
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points. To ensure consistency in distance calculations,
the POIs data is projected into the same CRS as the
road network graph generated by OSMnx. This CRS
transformation is important for aligning the POIs with
the graph, allowing for accurate integration and sub-
sequent analysis.

Once the data is transformed, a road network
graph is created using OSMnx. This graph represents
the road network within the specified place, where
nodes correspond to intersections, and edges repre-
sent road segments connecting these intersections.
The road network graph is truncated to retain only the
largest connected component. This step is needed to
avoid isolated nodes that do not contribute to the main
network, ensuring a coherent and comprehensive road
network for analysis. The truncated graph provides a
strong foundation for mapping POIs and calculating
network distances.

With the road network graph prepared, the POIs
are projected into the same CRS as the graph to main-
tain consistency, and the nearest nodes in the road
network graph are found for each POI. This way, dis-
tances between POIs can be calculated within the con-
text of the road network.

The clustering process involves calculating a dis-
tance matrix, which is essential for applying the DB-
SCAN algorithm. Initially, a pairwise Euclidean dis-
tance matrix is calculated between the nodes repre-
senting the POIs. However, for more accurate dis-
tance measurements that account for the road net-
work, this Euclidean distance matrix is converted into
a network distance matrix using Dijkstra’s algorithm.
This algorithm computes the shortest path between
nodes based on the actual road network distances. By
using the network distance matrix, the DBSCAN al-
gorithm can accurately cluster POIs based on real-
world distances, rather than straight-line distances.
The DBSCAN algorithm is then applied to this net-
work distance matrix. The eps parameter, which is
used in meters, defines the maximum distance be-
tween two points for them to be considered part of
the same cluster. The minPts parameter specifies the
minimum number of points required to form a dense
region. The metric precomputed is used to indicate
that the distance matrix has already been calculated.

After the clustering is performed, the results are
processed to extract meaningful clusters. Noise
points, which are points labeled as -1 by DBSCAN,
are excluded from further analysis and the largest
and densest clusters are identified. Subsequently, the
outcomes are assessed using Silhouette Score and
Davies-Bouldin Index.

These clusters are then visualized within the QGIS
environment, providing an intuitive and comprehen-

sive view of the spatial distribution of POIs. This vi-
sualization aids in identifying key areas of interest, as
shown in Figure 5 and supports the generation of an
optimal route.

Figure 5: Clustered POIs.

Based on the clustered POIs, the route generation
process initiates a request to the ORS API to com-
pute the optimal route. Users can specify the start-
ing point either manually or by utilizing the center of
the largest cluster (the default by omission). Subse-
quently, the plugin selects waypoints from the largest
cluster, applies a greedy TSP solver to determine the
optimal order of waypoints, and generates the route
using ORS. The resulting route is then visualized in
QGIS (see Figure 6), providing users with an interac-
tive map display. To enhance the user experience, the
plugin includes a route animation feature, which reads
GPX data and animates the movement along the route
on the QGIS map canvas. Finally, it also supports ex-
porting the created route and layers to a PDF, as an
image.

Figure 6: Route visualization in QGIS.

The integration of clustering analysis and ad-
vanced route generation techniques in the second
phase represents a significant advancement in devel-
oping intelligent route recommendation systems. By
allowing users to select POIs from a variety of cate-
gories and subcategories, the system provides highly
personalized and efficient routing solutions. The use
of DBSCAN for clustering POIs based on real-world
distances ensures accurate and meaningful groupings,
while the ORS API facilitates the generation of op-
timized routes. The inclusion of a user-friendly in-
terface, interactive map displays, and features such
as route animation and export options enhances the
overall user experience, making the system a power-
ful tool for urban exploration and navigation.
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7 EVALUATION

To assess the success of this work, the system is eval-
uated on functionality, user experience, performance,
clustering effectiveness, and accuracy. The system’s
ability to accurately recommend routes based on user-
selected cities and POI categories is assessed, as
well as the effectiveness of the route generation en-
gine in optimizing factors like distance (for phase
II) and available public transportation options (for
phase I), in real-time route recommendations. Each
project phase meets expectations, demonstrating flex-
ibility and efficiency in using user inputs to rec-
ommend routes within concentrated areas of inter-
est. This aligns with the motivations described by
(Mahmood et al., 2023), who highlights the impor-
tance of context-aware recommendations and opti-
mized routes tailored to user preferences.

Regarding performance evaluation, the system
demonstrates high efficiency under varying loads. In
Phase I, a significant number of POIs are retrieved
without delay. In Phase II, although fewer POIs are
processed, more complex operations are executed in
sequence (API calls followed by clustering analysis,
display, and data export) within a few seconds. This
real-time response capability underscores the practi-
cal application of advanced geospatial technologies
and algorithms in urban navigation, as discussed in
the introduction.

The reliability of clustering effectiveness in iden-
tifying concentrated areas of POIs and generating op-
timized routes within those zones is also assessed. To
ensure clustering effectiveness, two metrics are used
for validation: the Silhouette Score and the Davies-
Bouldin Index. These metrics provide quantitative
evaluations of clustering quality, confirming that the
system effectively identifies meaningful clusters of
POIs. However, some challenges are encountered in
clustering effectiveness in phase II, particularly with
results suggesting an overlap of clusters when using
the same parameters as in phase I. This can be visual-
ized in the layers and in the Silhouette Score with val-
ues ranging from -0.7 to -0.4 and the Davies-Bouldin
Index with values from 1 to 2 or 3, depending on the
parameter values. This cluster overlap could be at-
tributed to the presence of various sources and cat-
egories for the POIs. In the first step, all the re-
trieved POIs are used for the clustering process, and in
the second step, only a few categories are processed.
Nonetheless, the overall results are promising. This
finding corroborates the work of (Lou, 2022), who
emphasizes the importance of accurate clustering for
intelligent tourism route planning.

The system’s clustering process benefits from the

use of the DBSCAN algorithm, known for its robust-
ness in handling spatial data and noise, as noted by
(Lou, 2022). The application of DBSCAN, along
with the conversion of Euclidean distance matrices
into network distance matrices using Dijkstra’s algo-
rithm, allows for accurate clustering based on real-
world distances. This approach is consistent with the
findings of (Zhang et al., 2022), who highlights the
importance of accurate distance measurements and
intelligent technology in improving travel time pre-
dictions and route optimization.

In terms of user experience, the development of
a custom QGIS plugin 1,“Optimal Custom Route”,
provides an intuitive and efficient tool for route plan-
ning and visualization. The user interface, designed
using PyQt5, offers a seamless and interactive expe-
rience for selecting POIs and generating routes. The
integration of clustering analysis, route optimization,
and visualization within the QGIS environment en-
hances the system’s usability and practicality, align-
ing with the envisioned AmI principles of creating
smart environments that enhance daily living experi-
ences (Thankachan, 2023).

In conclusion, the application achieves its primary
goals of generating optimal routes that connect dif-
ferent POIs within selected cities, demonstrating high
accuracy in visualization and spatial analysis results.
By identifying areas with high concentrations of POIs
(in both phases) and public transportation coverage
(in Phase I), the system successfully provides person-
alized and efficient navigation solutions. Future work
will focus on enhancing clustering techniques, inte-
grating real-time data, optimizing performance, incor-
porating user feedback, and expanding the range of
POIs categories to further improve the system’s func-
tionality and applicability.

8 CONCLUSIONS

This study successfully integrates AmI principles,
Python programming, and GIS to develop intelligent
route recommendation systems for urban exploration.
The developed systems optimize travel routes, pro-
mote sustainable transportation options, and enhance
user experiences. The research demonstrates the po-
tential of AmI to address challenges in urban naviga-
tion and personalized recommendations, contributing
to sustainable urban mobility.

The development process is divided into two
phases. In the first phase, existing QGIS tools
and plugins are utilized to manually create and ana-

1https://github.com/AgataPalma/OptimalCustomRoute
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lyze routes based on POIs and public transportation
data. This phase demonstrates the feasibility of us-
ing geospatial technologies to optimize urban naviga-
tion. The second phase involves the creation of a cus-
tom QGIS plugin, “Optimal Custom Route,” provid-
ing an automated and user-friendly interface for route
planning and visualization. This phase leverages ad-
vanced machine learning techniques, specifically DB-
SCAN clustering, to identify dense areas of POIs and
generate optimized routes.

The system’s performance is evaluated based on
functionality, user experience, performance, cluster-
ing effectiveness, and accuracy. The results indi-
cate that the system accurately recommends routes
based on user-selected cities and POI categories, ef-
ficiently handles varying loads, and generates well-
defined clusters of POIs. However, some challenges
are encountered, particularly in clustering effective-
ness when dealing with different sources and cate-
gories of POIs, which will need further refinement.

8.1 Future Work

While the current system shows promising results,
several areas for future work can enhance its func-
tionality and applicability:

• Enhanced Clustering Techniques. Future re-
search could explore more advanced clustering al-
gorithms and parameter tuning to improve cluster-
ing effectiveness, particularly when dealing with
diverse categories of POIs.

• Integration with Real-time Data. Incorporating
real-time data from public transportation systems,
traffic conditions, and user location can enhance
the system’s ability to provide dynamic and real-
time route recommendations.

• Extended POI Categories: Expanding the range
of POI categories and integrating additional data
sources can provide more comprehensive and per-
sonalized route recommendations.

• Mobile Application Development. Developing a
mobile app of the system can make it more acces-
sible to users on the go, providing seamless and
interactive route recommendations.

• Sustainability Metrics. Incorporating sustain-
ability metrics, such as carbon footprint reduc-
tion and energy efficiency, into the route optimiza-
tion process can further promote sustainable ur-
ban mobility solutions.

In conclusion, this research demonstrates the sig-
nificant potential of integrating AmI, Python pro-
gramming, and GIS in developing intelligent route

recommendation systems. By addressing the iden-
tified challenges and exploring future research di-
rections, ongoing advancements in AmI technologies
and their practical applications can continue to im-
prove urban living standards and mobility solutions.
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Abstract: The tuning of retrieval and ranking strategies in search engines is traditionally done manually by search experts
in a time-consuming and often irreproducible process. A typical use case is field boosting in keyword-based
search, where the ranking weights of different document fields are changed in a trial-and-error process to
obtain what seems to be the best possible results on a set of manually picked user queries. Hyperparameter
optimization (HPO) can automatically tune search engines’ hyperparameters like field boosts and solve these
problems. To the best of our knowledge, there has been little work in the research community regarding the
application of HPO to search relevance in e-commerce. This work demonstrates the effectiveness of HPO
techniques for optimizing the relevance of e-commerce search engines using a real-world dataset and evalu-
ation setup, providing guidelines on key aspects to consider for the application of HPO to search relevance.
Differential evolution (DE) optimization achieves up to 13% improvement in terms of NDCG@10 over base-
line search configurations on a publicly available dataset.

1 INTRODUCTION

Modern e-commerce platforms rely on search engines
to help customers find relevant products from cata-
logs containing millions of items. Configuring these
platforms is challenging and requires carefully mod-
eling the query intent, product attributes, customer be-
havior, and other factors influencing relevance. Most
search engines have numerous hyperparameters that
can significantly impact both retrieval and ranking of
results. Traditionally, these options are tuned man-
ually in a time-consuming and often irreproducible
process as the queries, products, and customer pref-
erences evolve continuously over time.

In recent years, hyperparameter optimization
(HPO) techniques have been successfully used to con-
figure automatically many types of algorithms as well
as complex machine learning models (Feurer and
Hutter, 2019; Eggensperger et al., 2019). HPO em-
ploys a class of models usually called black-box or
derivative-free, as no mathematical closed-form for-
mulation of an objective function is necessary and the
only requirement is a metric for numerical estimation.
These techniques search through a multi-dimensional
space of possible hyperparameter configurations to
find the settings that optimize a performance metric
such as NDCG (Wang et al., 2013).

To the best of our knowledge, there has been little
work in the research community on e-commerce ap-

plications of HPO for search relevance. One notable
exception is the work by Cavalcante et al. (Cavalcante
et al., 2020), who used Bayesian Optimization to tune
the ranking function of a customer support search ap-
plication on a private dataset. However, their work
did not explore different query structures, field boost-
ing, query intent or query classification (Di Fabbrizio
et al., 2024). Our work is one of the first to systemat-
ically apply HPO techniques to optimize relevance in
e-commerce and to provide guidelines regarding the
application of HPO to this context.

The main contributions of this work are: 1) ap-
plication of differential evolution (DE) on a publicly
available e-commerce dataset for search relevance op-
timization; 2) analysis of the dataset’s label distribu-
tion impact on search relevance; 3) tuning of precision
and recall-oriented Elasticsearch queries, and variants
thereof, observing improvements up to 13% in terms
of NDCG@10; 4) insights into the impact of field
boosting, query structure, and query understanding on
relevance; 5) guidelines on key aspects to consider
when applying HPO to search relevance, such as the
characteristics of the search space, multifidelity, or the
use of multiple metrics for multi-objective optimiza-
tion.

The remainder of this paper is structured as fol-
lows. Section 2 provides the problem definition. Sec-
tion 3 introduces HPO and DE. Section 4 describes
the WANDS evaluation dataset. Section 5 presents
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setup, results, and analysis of the experiments. Fi-
nally, Section 6 concludes the paper and outlines po-
tential future research.

2 PROBLEM DEFINITION

Users traditionally search by typing natural language
queries that define what they are looking for (user’s
intent). As a response, a search engine retrieves and
ranks a set of relevant documents from a corpus of
possibly multiple document types, whose specifics
are determined in dedicated document schemas. A
document type is represented as a collection of named
fields, also known as attributes or features, that are
employed to build ranking signals quantifying the rel-
evance of each field with respect to search queries.

2.1 Index Time and Query Time

Modern search engines index and query documents
at separate times, but decisions taken at index time
might impact on both the performance and quality
of results retrieved at query time. At index time,
the fields of each document are analyzed and in-
dexed: each feature is divided into tokens, mapped
to a type (e.g., string, numeric, date), processed and
transformed in one or more fields that are indexed
(i.e., according to the signals to be modeled). Also,
details about the keyword and vector algorithms to be
used for ranking are usually defined at this point. For
example, if using BM25 (Robertson and Zaragoza,
2009) as a ranking algorithm, its b and k1 hyperpa-
rameters could be optimized during this phase.

Although the application of HPO is possible at
both stages, doing so at index time is significantly
more expensive from a computational perspective -
changes to the index usually require the reindexing of
the whole corpus. This work focuses only on query-
time applications of HPO, but the same techniques
can be applied to optimize hyperparameters with im-
pact at index time.

2.2 HPO for Search Relevance

The application of HPO involves two steps. First, de-
fine the hyperparameters to tune (i.e., type, range, re-
lationships with other hyperparameters) and a budget
to spend for the optimization process (e.g., number
of function evaluations). Second, run an optimization
loop where a search algorithm iteratively explores the
space defined previously to find the best possible con-
figuration of the hyperparameters by using some user-
defined metric to evaluate each configuration.

In search relevance optimization (SRO), hyperpa-
rameters correspond to properties of the search engine
query (e.g., values of field boosts, type of logical op-
erators), while user-defined metrics are information
retrieval (IR) metrics like precision, recall, or NDCG.
Therefore, in order to evaluate a retrieval and ranking
strategy over a corpus of documents, a dataset should
contain a representative set of search queries and a
collection of sets of relevance labels, defining the rel-
evance of each document that could appear in the top
results of each user query.

More precisely, let D be a dataset of triplets
(q,d,y) where q is a search query, d is a document
and y is a relevance label that defines the relevance of
d for q, and let S be a search engine with a given
index structure, whose output depends on a vector
of hyperparameters θ ∈ Θt that define an optimiza-
tion search space of dimension t. The optimization
goal is to heuristically find the best possible config-
uration θ∗ by using a training dataset Dtrain to esti-
mate the performance of S during the optimization
and a validation dataset Dval to prevent overfitting, so
that θ∗ generalizes to a test dataset Dtest that was not
employed during the optimization. Ideally, all these
datasets should be large enough to ensure statistically
sound decisions. If D is not large enough, meth-
ods like k-fold-cross-validation can be used to split
available data in folds to be combined as k training
and test sets. Therefore, the performance of any θ
is estimated as ptrain,θ = S(θ,Dtrain) and, at the end
of the optimization, the quality of θ∗ is estimated as
ptest,θ∗ = S(θ∗,Dtest). Finally, to evaluate the contri-
bution of the optimization, the whole process is re-
peated k times and the optimized performance of S is
estimated as

ptest =
1
k

k

∑
i=1

S(θ∗i ,Dtest,i) (1)

where θ∗i is the best configuration found at op-
timization i by using Dtrain,i as training dataset and
Dtest,i as test dataset from the i-th split. It is impor-
tant to highlight that all splits are based on folds com-
ing from the same initial randomized sampling pro-
cess. As a result, the repeated estimation and averag-
ing over multiple splits results in an estimate of gen-
eralization error with lower variance (Kohavi, 1995).

3 OPTIMIZATION

HPO algorithms are usually classified as model-free
(e.g., variants of stochastic search like differential
evolution) or model-based (e.g., Bayesian optimiza-
tion), where a model is used to estimate the re-
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sponse of the objective function to be optimized. Both
approaches have advantages and disadvantages, and
picking the right algorithm for the problem at hand
depends on multiple factors that include search space
characteristics (i.e., size, type of hyperparameters) or
latency requirements (Feurer and Hutter, 2019; Bischl
et al., 2023).

3.1 HPO Search Space and Latency

Due to the curse of dimensionality (Bellman, 1966),
the size of the search space has a large influence on
the optimization. The larger the size, the harder it is
for the algorithm to find well-performing configura-
tions of the hyperparameters. Furthermore, not all al-
gorithms are able to scale with the number of dimen-
sions. For example, standard Bayesian optimization
(BO) based on Gaussian processes is not usually effi-
cient on problems with more than 20 dimensions, but
it excels in continuous spaces (Eggensperger et al.,
2013; Frazier, 2018). In contrast, BO based on ran-
dom forests and evolutionary algorithms like DE are
not as efficient. Still, they are able to handle larger
search spaces based on mixed hyperparameters as
well.

When performance evaluations are computation-
ally expensive, which can happen when the objective
function requires training on large datasets, it might
be helpful to consider multi-fidelity algorithms like
Successive Halving (Jamieson and Talwalkar, 2016)
or Hyperband (Li et al., 2017) to schedule monotoni-
cally the use of low-fidelity (less expensive) and high-
fidelity (more expensive) evaluations during the opti-
mization, to spend the budget efficiently. For exam-
ple, DEHB (Awad et al., 2021) uses Differential evo-
lution (DE) as an optimization algorithm to search θ
in combination with a variant of hyperband, perform-
ing better than the more famous BOHB (Falkner et al.,
2018) on a wide range of problems, including the tun-
ing of deep learning networks.

Optimization algorithms differ as well in their par-
allelizability capabilities. In fact, model-free algo-
rithms are usually more scalable since model-based
methods are less parallelizable due to the presence of
a common model that must be iteratively updated. For
more details, refer to (Feurer and Hutter, 2019; Bischl
et al., 2023).

3.2 Differential Evolution

The optimization algorithm used in the experiments is
Differential evolution (Storn and Price, 1997), which
is an evolutionary algorithm inspired by the concepts
of biological evolution and natural selection, specifi-

cally by how the offspring inheriting the best traits of
a population evolve over generations.

At the beginning of the process, a population p0 =
(θ1, . . . ,θn) is randomly sampled from Θt . Until some
user-defined optimization budget b is consumed, DE
works iteratively in three steps: mutation, crossover,
and selection. During the mutation phase, each mem-
ber θ of the population pi at the current iteration i is
evaluated by computing S(θ,Dtrain). Then, a new set
of n offsprings is generated by applying a scaled per-
turbation to each dimension of a new offspring θnew
resulting from the combination of randomly picked
parents from pi. A crossover operator combines each
member of pi with one of the new offsprings θnew,
by picking for each dimension with some probability
which value from the two vectors should be used for
the mutant configuration θmutant . Finally, θmutant is
compared with θ, and θmutant possibly takes place of
θ if its quality is better.

4 EVALUATION DATASET

The Wayfair Annotation DataSet (WANDS) is an
open-source e-commerce product dataset designed to
evaluate the relevancy of e-commerce product search
engines (Chen et al., 2022). As described in Table 1,
the WANDS dataset contains:

• 480 search queries sampled from real search logs
of Wayfair, a major e-commerce retailer, with two
features: query text and class. For example, a
query like smart coffee table belongs to the Coffee
& Cocktail Tables class. The queries were strati-
fied sampled to cover various dimensions such as
popularity, seasonality, and whether they led to
customer purchases. This ensures the query set
is representative of real customer search behavior.

• 42,994 products sampled from Wayfair’s catalog,
with nine features of which only the following
five textual features were used for field boosting
in the experiments: product name, class, descrip-
tion, category hierarchy and list of features. For
example, a product named solid wood platform
bed belongs to the Bed class within a category hi-
erarchy like Furniture / Bedroom Furniture / Beds
and has a list of features that contains information
like color, material, size or weight.
For each query, Wayfair selected a set of poten-
tially relevant products using a combination of
customer click logs, lexical search systems, and
neural retrieval models. Specifically, the dataset
authors employed two strategies to construct the
product pool:
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1. They leveraged user engagement data (clicks
and add-to-cart events), hypothesizing that
products users clicked on are a good approxi-
mation of potentially relevant products, while
products users clicked on but didn’t add to the
cart could be hard negatives or almost-relevant
products.

2. They further mined the product catalog using
an open-source lexical search engine (Apache
Solr) and a neural product retrieval system
inspired by (Nigam et al., 2019). The two
systems provide complementary ways to re-
trieve relevant products, removing the bias re-
lated to the use of a single lexical retrieval
source. Moreover, this hybrid approach ensures
the product set contains both obviously rele-
vant products as well as more challenging cases
that can help discriminate between different re-
trieval systems.

• 233,448 (query, product) pairs assigning one out
of three relevance labels to the match of query and
product: exact (1.0) if the product is completely
relevant to the query, partial (0.5) if the product
matches some but not all aspects of the query, and
irrelevant (0.0) if the product is not relevant to the
query.

Note that the statistics are based on the most re-
cent version available on GitHub1 which is slightly
different from the version in (Chen et al., 2022).

A group of trained human annotators provided the
labels following a rigorous set of annotation guide-
lines. Each (query, product) pair was judged by up
to 3 annotators, and the ratings were aggregated us-
ing a majority vote. The WANDS dataset was con-
structed through multiple rounds of annotation and
refinement. The inter-annotator agreement, measured
by Cohen’s Kappa (Cohen, 1960), improved from a
moderate 0.467 in the initial months to a substantial
0.826 after a few iterations of guideline refinement
and annotator training. This indicates the dataset la-
bels are of high quality and consistency.

A key feature of WANDS is that it aims for com-
pleteness - i.e., for a given query, the dataset tries
to include relevance labels for all the relevant prod-
ucts from the catalog subset, not just the top few re-
sults. This is achieved through an iterative “cross-
referencing” process during dataset construction that
identifies potentially relevant products that were not
covered in the initial labeling. Completeness is im-
portant for unbiased offline evaluation as it avoids
missing relevant products that could unfairly penalize
certain retrieval systems. The complete, multi-graded

1https://github.com/wayfair/WANDS

relevance labels allow for a robust evaluation of the
ranking quality of search engines using metrics like
NDCG.

To evaluate the difficulty of the search relevance
task in the WANDS dataset, we analyzed the distribu-
tion of relevance labels (exact match, partial match,
irrelevant) across the queries. The goal was to un-
derstand how many queries have products labeled as
only exact matches, only partial matches, only irrele-
vant, or a mixture of these labels. This analysis pro-
vides insights into the difficulty of ranking the search
results for each query.

Assuming that, on average, each query contains
the same proportion of exact, partial, and irrelevant la-
bels as the overall distribution in the dataset, we found
that:

• 0 queries have products with only the Exact label,
24 queries have products with only the Partial la-
bel, 1 query has products with only the Irrelevant
label

• 33 queries have products with only Exact and Par-
tial labels, 11 queries have products with only Ex-
act and Irrelevant labels, 76 queries have products
with only Irrelevant and Partial labels

This analysis reveals that 25 queries do not have
an impact on NDCG, and 11 queries should have re-
sults that are relatively easy to rank. Around 100
queries are of medium difficulty, while the rest are
more challenging. However, the distribution of la-
bels across queries is not balanced, which is an im-
portant consideration for learning to rank (LtR) mod-
els (Goswami et al., 2018). If the number of labels
per type is imbalanced, the model may be more prone
to overfitting. For example, queries with a highly
skewed distribution of exact and partial matches are
easier to achieve a good NDCG score compared to
queries which have a more balanced distribution of
exact and partial matches.

This analysis highlights the importance of consid-
ering the distribution of relevance labels when eval-
uating the difficulty of the search relevance task and
the potential impact on the performance of ranking
models. The WANDS dataset provides a diverse set
of queries with varying levels of difficulty, making it
a valuable resource for evaluating and comparing dif-
ferent search engines and ranking algorithms in the
e-commerce domain.

5 EXPERIMENTS AND RESULTS

We provide experimental results to demonstrate how
hyperparameter optimization can be leveraged to
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Table 1: Summary of key data statistics about the WANDS dataset.

Feature Value

Number of queries 480
Number of products 42,994
Number of (query, product) relevance labels 233,448
Relevance label scale 0-2
Relevance label distribution Exact: 25,614 Partial: 146,633 Irrelevant: 61,201
Search queries from Real search logs of Wayfair
Products sampled from Wayfair’s catalog
Annotators per (query, product) pair Up to 3
Inter-annotator agreement (Cohen’s Kappa) 0.826

automate solutions to many information retrieval
and search problems commonly encountered in e-
commerce. The focus is on optimizing hyperparam-
eters of search queries and ranking signals used by
search engines in keyword search. Elasticsearch is
used as an experimental framework, but the tech-
niques mentioned in this section are applicable to any
other engine that supports the manual tuning of its
components.

Experiments start from the consideration that both
TF-IDF and BM25 have some ranking strategy limits,
which can be partially addressed through the use of
optimization for field boosting. It is worth mentioning
that well-tuned boosts are critical not only to rank the
expected importance of different signals but also to
balance the range of the respective BM25 scores.

5.1 BM25 Limits and Field Boosting

Scores based on TF-IDF have some shortcomings,
which are partially solved by the BM25 formulation.
TF-IDF’s score for a term in a corpus is computed
as the product of term frequency and inverse docu-
ment frequency. A problem comes from the uncon-
strained impact of term frequency on the score (i.e., a
term that appears n times in a document implies that a
document is n times more relevant than another doc-
ument without any occurrence). Also, the length of a
document does not weight the relevance of its terms
(e.g., if a term appears once in a document contain-
ing 10 words, it is considered to be as relevant as if
the term appears once in a document containing 1000
words). BM25’s b parameter restrains the degree to
which term frequency can impact the score, determin-
ing a penalty for documents longer than the average,
and the influence of common terms on the score is
saturated by BM25’s k1 parameter.

Nonetheless, the scores of fields can be on differ-
ent scales due to distribution differences of frequen-
cies and document lengths and are, therefore, not di-
rectly comparable. Also, by definition, these scores

are biased towards information, usually against users’
needs (i.e., rare matches within a document score
higher, while users usually look for popular items).
Field boosting helps counterbalance the aforemen-
tioned problems by prioritizing and balancing signals
from different fields. In fact, a search query usually
contains more than one string and possibly multiple
concepts. It does not come as a surprise that the in-
formation required to return relevant results is often
stored in multiple fields.

Elasticsearch tries to solve some of TF-IDF’s
problems by changing how token frequencies are
combined to compute scores during a multi-field
search by considering the frequencies coming from
multiple fields at the same time. In particular, field-
centric search (e.g., multi match best fields and
most fields) focuses towards precision by promot-
ing results which satisfy criteria based on the sig-
nals which are expected to match the user’s search,
while term-centric search (e.g., cross fields,
combined fields) focuses towards recall, by select-
ing all possibly relevant search results (Turnbull and
Berryman, 2016). The use of either conjunctive
(AND) or disjunctive operator (OR) further pushes
these queries towards precision or recall, respectively.

The combination of recall-oriented and precision-
oriented clauses in a stratified query improves the
ranking of the results returned to the user (Turn-
bull and Berryman, 2016). In Elasticsearch, this can
be achieved using a boolean query, which matches
documents satisfying boolean combinations of other
queries (e.g., multi match queries), where some
clauses provide a recall-oriented base score that is im-
proved by other precision-oriented clauses. For exam-
ple, the base score may come from a multi match
cross fields query searching in all text fields,
while other scores may come from multi match
best fields or most fields queries based on high-
quality signals.
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5.2 User’s Intent

Understanding the user’s intent is another critical sig-
nal that significantly improves search relevance in e-
commerce. This involves classifying whether the user
is searching for a specific product category or asking
a broader, more informational question. By using a
machine learning model to predict the user’s intent
based on query structure, search patterns, and histori-
cal behavior, the system can adjust its ranking strategy
to deliver more relevant results. For example, when
seeking a specific product, search results can priori-
tize relevant items from the desired category. Con-
versely, if the user’s query is informational, the sys-
tem can prioritize results such as FAQs, reviews, or
other informative content. Incorporating intent pre-
diction into the search optimization process allows for
more accurate recommendations and a highly person-
alized shopping experience.

5.3 Multi-Objective Optimization

In the experiments, we use NDCG@10 over the la-
beled dataset to evaluate the relevance performance
of a given search engine configuration θ. The nor-
malized discounted cumulative gain (NDCG) (Wang
et al., 2013) measures the relevance of the top-ranked
results, putting more emphasis on the relevance of re-
sults at higher ranks (Järvelin and Kekäläinen, 2000).
This aligns well with users’ behavior and preferences
on e-commerce search result pages, who tend to focus
mainly on the first page of results. Still, while a single
metric is a good starting point for assessing the qual-
ity of search relevance performance, it might only tell
part of the story.

NDCG assumes that labeled documents are uni-
formly distributed in the ranked list, which is usually
untrue. In Section 4, we showed that even a well-built
dataset like WANDS falls in more extreme situations
where not all relevance labels are found for more than
100 use queries, and in some cases, only one class
of relevance labels might be retrieved. A metric like
NDCG cannot detect such scenarios and would return
a perfect value even if some queries were evaluated,
for example, only on irrelevant documents. To ob-
tain robust evaluations, one should combine at least
an order-aware metric like NDCG or Mean Recipro-
cal Rank with an order-unaware metric like Precision
or Recall. For further details about these indicators or
variants thereof, please refer to (Valcarce et al., 2018).

The optimization of multiple equally important
but conflicting objectives is named multi-objective
optimization, where solutions that optimize all ob-
jectives simultaneously usually do not exist (Helfrich

et al., 2023). In this scenario, heuristic algorithms
try to find efficient, non-dominated solutions concern-
ing the defined objectives. An alternative solution is
to employ scalarization techniques to systematically
approximate a multi-objective optimization problem
into a regular single-objective optimization problem
with the help of additional parameters such as weights
and use regular optimization problems to solve the re-
sulting scalarization. For further details about multi-
objective HPO algorithms, please refer to (Feurer and
Hutter, 2019; Bischl et al., 2023).

5.4 Experimental Setup

Text fields from WANDS were indexed using Elastic-
search’s English analyzer, without any additional pre-
processing steps. In particular, all experiments were
run on Elasticsearch 8.8.2 and Python 3.10. To ensure
replicability and improved comparison of results, all
splits and optimization runs were carried out multi-
ple times with a common set of random seeds. This
ensured that the evaluations utilized to build estima-
tors were paired. In addition, we computed random
ranking values based on 5 repetitions, similar to how
k-fold cross-validation was employed with k = 5. Ac-
cording to the experiment, the search space size varies
from 8 to 27 dimensions, and each optimization run is
executed up to a budget b of 400 function evaluations.
Results on the test set are considered only for evalu-
ation purposes at b = 50, 100, 200, and 400. Unless
explicitly defined, the experiments’ optimized hyper-
parameters were defined as in Table 2. For further de-
tails about the role of these hyperparameters in multi-
field queries, please refer to Elasticsearch documen-
tation. Finally, the DE implementation used in the ex-
periments is the default version available on GitHub2

from the Python package created by the authors of
DEHB.

5.5 Random and Standard Baselines

In this work, we consider both random and standard
ranking as baselines against which to evaluate the
contribution of HPO. The random ranking provides a
ranking baseline for the problem, by assigning to each
document from the set of results of a retrieval strategy
a pseudorandom number in the range [0,1]. As a re-
sult, it is possible to compute any performance met-
ric on the resulting ranked list. For example, if using
NDCG, higher values imply easier ranking problems.
Similar considerations can be achieved analyzing the
distribution of relevance labels across the dataset.

2https://github.com/automl/DEHB
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Table 2: Hyperparameter used in the experiments.

Name Type Range Default value

operator categorical {and, or} or
type categorical {best fields, most fields, cross fields} none
minimum should match ordinal {0%, 20%, 40%, 60%, 80%, 100%} none
tie breaker float [0, 1] 0
boost float [0, 100] 1

Standard ranking quantifies how the standard config-
uration of a search engine’s ranking strategy performs
with respect to a completely random ranking strategy.
Unlikely the general HPO scenario, where good ini-
tial configurations of hyperparameters are usually un-
known, search engines come with default values that
work well on average. As a consequence, the corre-
sponding ranking performance should be considered
as well as a baseline.

5.6 Optimization Improvements

The contribution of the optimization to ranking strate-
gies is empirically estimated by showing the improve-
ment that DE is able to achieve with respect to the
standard ranking of multiple retrieval queries with
a fixed structure and increasing difficulty. Results
show that the optimization contributed, on average,
to an improvement of approximately 0.05 in terms of
NDCG@10 on 12 cases. Our optimization strategy
was not only employed to fully optimize both retrieval
and ranking parts of each type of Elasticsearch query
used in the experiments, but it also proved its effec-
tiveness. It was able to reach comparable results with
respect to its optimized counterparts with a fixed re-
trieval structure, providing reassurance about its suc-
cess.

Results were built on three main types of Elastic-
search queries that were increasingly difficult. In the
first set of experiments (Table 3, top), basic types of
multi-field query are used distinctively in combina-
tion with both conjunctive and disjunctive operators.
On average, the optimization achieves an improve-
ment of 0.07. Once optimized, precision-oriented
queries achieve the same results, and therefore, only
one of the two is going to be considered in the fol-
lowing experiments. A Boolean query is employed
to build a stratified query in the second set of exper-
iments (Table 3, middle). On average, the optimiza-
tion achieves an improvement of 0.05. The best re-
sults are interestingly achieved by combining a recall-
oriented query based on the conjunctive operator and
a precision-oriented query based on the disjunctive
operator. In the third set of experiments (Table 3, bot-
tom), the best stratified query from the previous ex-

periments is extended with an additional multi-field
query that considers user intent. On average, the op-
timization achieves an improvement of 0.04, and the
introduction of user intent contributes approximately
0.03 - 0.04 with respect to the best results from the
previous sets of experiments.

5.7 Retrieval Relaxation Improvements

All results show that, on average, queries using
the conjunctive operator perform worse than queries
adopting the disjunctive operator. In particular, ran-
dom ranking results allow us to infer that performance
values can be improved by relaxing the matching re-
quirements and retrieving more potentially relevant
documents that could be otherwise excluded from fur-
ther ranking refinement. This behavior aligns with
modern multi-stage IR systems that rely on multiple
ranking phases, where the first phase focuses on recall
and successive steps towards precision (Dang et al.,
2013; Zhou and Devlin, 2021).

6 CONCLUSIONS

This work demonstrates the potential for HPO tech-
niques to substantially improve the search relevance
of e-commerce engines with minimal human effort in
a reproducible and automatic process, providing in-
sights into the impact of field boosting, retrieval query
structure, and query understanding on relevance, as
well as guidelines on the application of HPO to search
relevance in e-commerce.

By leveraging the WANDS evaluation dataset and
DE as HPO algorithm, we automatically optimized
both retrieval and ranking strategies of Elasticsearch
queries, improving NDCG@10 up to 13% with re-
spect to baseline configurations. The introduction of
the user’s intent in the search strategy, defined as cor-
respondence between the category of user query and
document, brought an improvement of up to 4 %.
Finally, results showed that the relaxation of the re-
trieval strategy led to significantly better results. De-
fault search engine configurations leave significant
room for relevance improvements that can be un-
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Table 3: Best results from the first set (top), the second set (middle), and the third set of experiments (bottom). All performance
metrics are expressed as averaged NDCG@10 with standard deviation, and results with highest average are in bold for each
column.

Query type Operator Space Size Random Standard Optimized

cross fields OR 8 0.53 ± 0.01 0.60 ± 0.00 0.73 ± 0.02
cross fields AND 8 0.49 ± 0.00 0.52 ± 0.01 0.59 ± 0.02
best fields OR 8 0.54 ± 0.01 0.60 ± 0.01 0.73 ± 0.01
best fields AND 8 0.46 ± 0.00 0.48 ± 0.01 0.52 ± 0.04
most fields OR 8 0.60 ± 0.00 0.69 ± 0.00 0.73 ± 0.01
most fields AND 8 0.49 ± 0.00 0.51 ± 0.01 0.52 ± 0.04
optimized optimized 10 / / 0.75 ± 0.02

stratified OR, OR 17 0.62 ± 0.00 0.71 ± 0.00 0.74 ± 0.02
stratified OR, AND 17 0.59 ± 0.00 0.64 ± 0.00 0.74 ± 0.03
stratified AND, OR 17 0.64 ± 0.00 0.72 ± 0.00 0.75 ± 0.02
stratified AND, AND 17 0.52 ± 0.00 0.55 ± 0.01 0.58 ± 0.02
optimized optimized 21 / / 0.74 ± 0.02

stratified, most fields AND, OR, AND 21 0.65 ± 0.00 0.74 ± 0.00 0.77 ± 0.02
stratified, cross fields AND, OR, OR 21 0.65 ± 0.00 0.74 ± 0.00 0.78 ± 0.03

optimized optimized 27 / / 0.78 ± 0.02

locked with HPO, through a reproducible process that
does not keep humans in the never-ending loop of
manual search relevance optimization.

Picking the best algorithm for search relevance
optimization depends on various factors including the
size and type of hyperparameters, as well as multi-
fidelity and multi-objective requirements. Evolution-
ary algorithms like DE are capable of handling large
mixed search spaces, but unless the size of the search
space goes beyond hundreds of dimensions, random-
forests-based BO is another possible option. Further-
more, when performance evaluations are expensive
due to the need for large datasets, options such as
multi-fidelity HPO algorithms should be considered.
Finally, to obtain robust configurations, one should
consider multi-objective HPO algorithms to optimize
for both order-aware and order-unaware metrics, or to
create a scalarization of such metrics to apply regular
HPO algorithms like DE.

While the optimal configuration will vary for each
search application, this work establishes a general
framework, methodology, and best practices for ap-
plying HPO to improve search relevance. With the in-
creasing availability of easy-to-use HPO libraries and
their integration with popular search engines, we be-
lieve this is a highly promising direction to improve
the search experience for e-commerce customers with
less manual effort and greater reproducibility.

This work focuses on optimizing keyword-based
search, but it is worth noting the complementary role
of dense vector search using learned semantic rep-
resentations (Mitra and Craswell, 2018). In many
search use cases where user queries primarily con-

sist of named entities like product names or brands,
exact keyword matching remains critical and even
preferable. However, modern search engines offer
hybrid search capabilities that combine the strenghts
of sparse keyword-based retrieval with dense vector
search. This hybrid approach is commonly used in
retrieval augmented generation (RAG) architectures,
as purely semantic search can miss obvious keyword
matches needed for accurate product retrieval in e-
commerce and for more strongly grounded factual
knowledge retrieval (Lewis et al., 2020).

Finally, other several exciting avenues for future
work in this area include:

• Exploration of the benefits that HPO can bring
to hybrid search, such as improvements to the
fine-tuning process of embedding models used in
dense vector search or the configuration of other
hyperparameters used in multi-stage IR systems;

• Application of multi-objective optimization to
jointly optimize multiple metrics that measure dif-
ferent aspects of the results;

• Investigation of possible interactions as well as
differences between HPO and LtR techniques for
search relevance.
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Abstract: Building an effective Business Intelligence solution involves several key steps. Recently, low-code software 

tools have allowed casual users - those with domain-specific knowledge of a case study - to develop custom 

solutions independently of IT teams. This is the era of Self-Service Business Intelligence. However, some 

drawbacks have been identified due to casual users' lack of Business Intelligence expertise. In response, a 

framework is proposed, introducing the role of casual power users and specifying the Business Intelligence 

knowledge they should possess. Additionally, the framework aims to integrate Business Intelligence 

methodologies more cohesively with data visualization and data storytelling development cycles. As a proof 

of concept, the framework was applied to develop a solution for monitoring class attendance at a higher 

education institution. In this case study, a casual power user is able to identify, early in the semester, which 

classes require adjustments to improve resource management and pedagogical outcomes. The 

contextualization provided by the framework enabled that user to successfully uncover critical insights. 

1 INTRODUCTION 

For quite some time, the digital technological 

expansion has contributed to the accumulation of 

data. Depending on the amount of data, the size of 

datasets may vary from small to medium or even 

enormous. Regardless of dataset size, data analysis is 

essential for gaining insights, as datasets consist 

solely of facts. Data analysis facilitates the 

transformation of these facts into information, that 

together with the users’ background knowledge about 

the domain of analysis, enables wisdom and 

consequentially impactful decisions. Data analysis 

can be utilized to explore historical data, forecast 

future events, and recommend actions to achieve 

optimal outcomes. The first is called descriptive 

analysis, the second predictive and the third 

prescriptive (Sharda, Delen, & Turban, 2018). 

Business Intelligence (BI) solutions are data-driven 

systems created to help organizations gather, 

organize, and present data, from multiple systems, 

providing insights that facilitate informed decision-

making. It may also support data analysis as part of a 

larger process. In organizations such a solution 

comprises a set of methods, processes, architectures, 

applications, and technologies that collectively 

transform raw data into insights (Evelson, & Norman, 

2008), facilitating operational, tactical, or strategic 

decision-making. 

Lennerholt, Van Laere, and Söderström (2021)   

identify 2 types of BI users: power users and causal 

users (Lennerholt, Van Laere, & Söderström, 2021). 

The first type has technical and theoretical knowledge 

to develop BI solutions but lacks problem-domain 

specific knowledge. The second type has no technical 

or theoretical knowledge to develop BI solutions but 

possesses problem-domain specific knowledge about 

the scenario under study.  

Until recently, BI solutions were typically 

developed by users with technical and theoretical 

expertise and teams integrates users with domain 

knowledge for requirements gathering (for instance).  

The emergence of tools such as Power BI 

(Microsoft, 2024), Tableau (Tableau,2024), and Qlik 

(Qlik, 2024) enable the development of Self-Service 

Business Intelligence (SSBI) solutions by casual 

users that usually do not possess technical expertise 

(Arnaboldi, Robbiani, & Carlucci, 2021). Those tools 

intend to be interactive, visual oriented, user-friendly, 

with low code features. As a result, casual users, with 

their background knowledge, are now apparently 

capable of interacting with BI tools and building their 

own dedicated solutions.  
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By definition, a SSBI solution consists of a set of 

processes and tools that enables non-technical users 

to obtain, integrate, analyse, and visualize data 

without the need for traditional BI solution 

(Lennerholt, Van Laere, & Söderström, 2018).  

Nevertheless, despite the possibility of 

developing a SSBI solution with low code, there are 

studies that identify difficulties in doing so. Suprata 

(2019) stated that several companies struggle to 

develop impactful data-driven dashboards due to 

complex datasets, inadequate dashboard design, and 

ineffective data storytelling (Suprata, F. ,2019). 

This work proposes a new SSBI role: the casual 

power user. It is a user with domain knowledge about 

the scenario under analysis who also possesses 

fundamental theoretical and technical knowledge 

about BI. A framework is proposed for them to serve 

as a guide for developing SSBI solutions. It aims to 

bridge the gap between causal users and the concepts 

associated with BI. The framework considers well-

known stages in BI methodologies but presents 

simplified, dependent, and interrelated stages for 

SSBI. Usually, BI methodologies have sequential 

steps, with some stages done in parallel. To the best 

of our knowledge, there is no framework capable of 

helping causal power users in the development of 

SSBI solutions with simplified, dependent and 

interrelated stages. The framework intends to 

incorporate in a stricter way traditional BI 

methodologies with dashboard and data storytelling 

development cycles.  

As a proof of concept, a prototype has been built 

by a casual power user using the proposed 

framework. The case study aims to discover patterns 

regarding class attendance in a higher education 

institution. The project objectives are to assist 

managers in identifying classes with the highest and 

lowest number of student and to determine attendance 

behaviour over the weeks. With the identified 

insights, they can make informed decisions about 

class rearrangements and improve resources 

management. 

The structure of the document is organized as 

follows: first, theoretical background; then, the 

proposed framework; and next, the case study. 

Finally, considerations are discussed, and 

conclusions are drawn.  

2 THEORICAL BACKGROUD 

This section provides an overview of concepts 

associated with BI and SSBI and about dashboards 

and data storytelling.  

2.1 From Business Intelligence to 
Self-Service Business Intelligence 

Bost by activities such as day-to-day events, social 

media or IoT sensors the data is being generated at 

impressive velocity, with variety and high volume. 

The raw data hide patterns with valuable insights. 

Generally, users want to explore it in an agile, 

interactive, and efficient manner. Regardless of the 

type of organization users belong to, or the role they 

play, at any given time, they want to access 

summarized data, drill down into the details, and 

study it from diverse perspectives. Also enrich it with 

data from external sources. In organizations one of 

the solutions to analyse the data and to monitor 

performance indicators is through BI systems. 

Therefore, organizations from various sectors have 

begun to adopt them, and they are now widely used 

for multiple purposes. For instance, in sectors such as 

education, health, commerce, industry, government, 

among others.  

A BI system may include a data warehouse 

structured in agreement with the dimensional model, 

which supports data querying and data exploration. It 

is also be supported by extract, transform and load 

(ETL) processes and dedicated applications (Kimball, 

2016).  

In a BI project it is essential the stakeholders’ 

background knowledge regarding subjects to ensure 

that the objectives are properly understood and 

addressed. With the rise of SSBI they turn into casual 

users and usually do not possess technical and 

theoretical expertise to build common a BI solution. 

Nevertheless, they have an enormous knowledge 

about the scenario or case under study. The advent of 

SSBI solutions has gaining popularity because the 

stakeholders have now interactive and low-code 

applications capable of certain independence from 

power users. The necessity for SSBI is unavoidable, 

as it enables businesses to extract information as 

needed and make informed decisions. (Zaghloul, Ali-

Eldin, & Salem, 2013). It is a democratization process 

where users have the possibility and independence of 

building their own BI solutions (Arnaboldi, Robbiani, 

& Carlucci, 2021). A SSBI allows non-technical users 

to independently utilize BI tools, reducing their 

dependence on technical support (Lennerholt, Van 

Laere, & Söderström, 2021). Consequently, the role 

of casual users has changed (Dedić, & Stanier, 2017) 

and at present they have dedicated tools to perform 

specific analysis as required and on-the-fly. 

Recently, Olaoye, & Potter (2024) stated the key 

components that work together in a BI environment 

are: data integration, data warehousing, reporting and 
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dashboards, data visualization, advanced analytics, 

self-service analytics, data governance and 

collaboration (Olaoye, F., & Potter, K., 2024). 

2.2 From Data Visualization to Data 
Storytelling 

A dashboard is a visual tool that displays the key 

information required to accomplish the organization's 

goals. The data is organized on a screen, enabling 

easy and immediate monitoring (Few, 2006; 

Schwendimann et al., 2016). In agreement with the 

well-known enterprise organizational pyramid, the 

dashboards are classified as operational, tactical or 

strategic (Few, 2006). The first to monitor day-to-day 

activities, the second to take medium term decisions 

and the third to perform long-term strategic decisions 

by senior management executives.  

A useful starting point for organizing the elements 

in a dashboard is the following Information Visual 

Mantra (Shneiderman, 2003): overview first, zoom 

and filter, then details on demand. Additionally, when 

building a dashboard, it's important to consider the 

appropriate visual elements to effectively display the 

relevant data.  Suprata (2019) gives an overview 

about the relationship between charts and specific 

display proposes (Suprata, 2019). 

Chokki et al. (2022) specifies the stages to build a 

dashboard, for instances, pick the metrics, collect the 

data, ensure quality, consider the audience, choose the 

best visualization practices, choose the best charts, 

provide easy to use tools, provide clear presentation, 

context and data interpretation, think of the audience, 

ensure data is up to date, allow access to data source 

and privacy, provide interactive support and allow 

customization  (Chokki et al., 2022). 

Sorour & Atkins (2024) propose a data cycle to 

develop dashboards with following steps: metrics 

choice, data collection, data processing, data analysis, 

building the dashboard layout, integrating 

visualizations in the layout and deployment (Sorour 

& Atkins, 2024). 

The development of dashboards is a main factor 

for good stories as they are based on frames and 

pictures obtained from them.  

For all the times humans use stories to gain 

attention, communicate and pass knowledge (Dykes, 

2019). As so data storytelling has become an essential 

step in BI. The data only speaks if the right message 

is passed to users. Suprata (2019) proposed the 

following approach to develop a data story (Suprata, 

2019): define the audience, frame insights, establish 

setting or context, focus on the story elements and 

consolidate and practices.  

3 THE PROBLEM  

Although casual users can interact with SSBI tools, 

they may lack the fundamental theoretical and 

technical concepts necessary to develop an effective 

SSBI solution. A SSBI software tool is a simplified 

version of traditional BI software, specifically 

designed for casual users. However, it is essential that 

these users also possess theoretical and technical 

knowledge to build a high-quality solution. In an 

SSBI tool, the user interaction is apparently easy, but 

this does not necessarily mean that data will be 

handled correctly. Indeed, it may happen that casual 

users interact with visual elements without being 

aware of all the available features and their 

relationships to underlying concepts. As above-

mentioned SSBI is a simplified version of BI, but it 

does not decline important ideas necessary for 

efficient and effective solutions and results. Such 

question highlights the fact that in practice, 

implementing SSBI is not as easy as expected 

(Lennerholt, Van Laere, & Söderström, 2021).  

Also, traditional BI methodologies (Kimball, 

2016; Inmon, 2006) already contemplate briefly the 

development of dashboards and data communication. 

However, since they were developed with a focus on 

data integration and building a centralized repository, 

they are not as oriented toward the latest 

developments in data visualization and storytelling. 

Dashboard development and data storytelling are 

gaining attention but generally as separated 

approaches with their own development cycles 

(Suprata, 2019; Zhang, et al. 2022). 

The Kimball methodology is a widely used 

bottom-up approach that remains relevant for 

developing BI systems. The methodology was 

developed in the 80s and it is considered a guide for 

experts. On the other hand, data storytelling in the 

context of data visualization is gaining momentum, 

and it is not fully considered in that methodology. 

Kimball and Inmon are well known authors of 

approaches to development BI. They gave importance 

to aspects such as data integration and to the develop 

of centralized sources. But cloud computing changed 

the paradigm and cloud providers currently enable to 

store enormous data volumes in structured, 

unstructured or semi-structured formats. Data may be 

stored in the cloud providers supported by databases, 

data warehouses or data lakes. An SSBI can consume 

data from those cloud platforms at any given time and 

as needed. Despite, many organizations struggle to 

utilize the potential of SSBI and experience 

implementation challenges (Lennerholt, Van Laere, 

& Söderström, 2018).  
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Nevertheless, data exploration by stakeholders is 

essential, it may happen a BI solution is deployed, and 

data specialists provide models without 

communicating potential data insights. At other 

times, data specialists supply only a set of charts that 

may be more or less impactful.  

The dashboards and data storytelling stages are 

gaining attention since when well-done discoveries 

are communicated effectively as they transmit and 

highlight insights. As part of the project, effective 

communication of results should be combined with 

contextualized narratives for guidance and higher 

quality insights. Although stakeholders have rich 

background knowledge, they may not understand 

how to sculp the data, how to model the data, how to 

organize layouts and communicate insights 

effectively. Also, to access and use several data 

sources for analysis and decision-making is not easy 

as expected and different challenges arise for SSBI 

(Alpar & Schulz, 2016; Lennerholt, Van Laere, & 

Söderström, 2021). It requires technical skills that not 

all users possess, such as data cleaning, data 

modelling, knowledge about layouts arrangements 

and choosing the right charts, among others. 

It is considered essential that users with 

background knowledge in a subject and who wish to 

analyse data themselves acquire concepts of BI to 

develop SSBI. In this way, more proactive SSBI 

projects can be built with more data quality and more 

impactful decisions. Therefore, a symbiosis between 

casual users and power users is fundamental, as their 

roles complement each other - power users with 

technical skills and casual users with background 

knowledge about the case under study. 

In SSBI the casual users should have minimum 

knowledge such as capacities to connect to the data 

sources, clean and transform the data, build a data 

model, choose the right charts and build dedicated 

layouts and communicate the data stories. As so 

casual users should be promoted to a role designated 

by casual power users. These are users with 

background knowledge regarding the case study and 

some technical and theoretical expertise about BI. 

Also recently, the paradigm started to be on data 

visualization and data communication. How can 

traditional BI methodologies be integrated with the 

dashboards and data storytelling approaches for easy 

and flexible data consumption and in a light but 

stricter manner? 

4 THE FRAMEWORK 

Authors propose to build a framework to help casual 

power users to the development more quality SSBI 

solutions.  

4.1 Specification 

The framework has 5 constraints each specify the 

minimum knowledge requirements that they should 

possess: 

1. Knowledge about requirements. 

2. Knowledge about modelling. 

3. Knowledge about data integration. 

4. Knowledge about data visualization.  

5. Knowledge about data storytelling.  

The constraints have subitems, some of which are 

interrelated and dependent on each other. The 

interrelated subitems are developed together due to 

their interdependence. For instance, the requirements 

constraint is closely linked to the data visualization 

and data storytelling constraints. When identifying 

requirements, is necessary to establish the audience, 

specify performance indicators, and design the 

dashboard layouts and charts to be used. Conversely, 

during dashboard layout design, new requirements 

may also emerge. Similarly, the integration constraint 

is strongly connected to the data modelling constraint, 

as integration, for example, is not feasible without 

identifying the metadata. Below, the main stages and 

their subitems are outlined.  

In the knowledge about requirements 

constraints casual power users grasp both the context 

and the audience, along with their profiles. The 

discovery of relevant questions is crucial, as they 

influence problem comprehension, leading to 

problem resolution. For instance, the Specific, 

Measurable, Achievable, Relevant, and Time-Bound 

(SMART) criteria (Doran, 1981) may be applied. The 

goal is to develop sets of relevant questions and to 

identify performance indicators, as these enable the 

organization to monitor and control its operations. 

Every organization has a specific strategy to achieve 

certain goals and uses these indicators as references 

for decision-making (Balon, 2024). On the other 

hand, design the dashboard mockups to organize 

previously the data to display. 

In the knowledge about the modelling 

constraints casual power users discover the data 

source metadata and design an appropriate model for 

data exploration. Kimball (2016) proposes an 

approach for designing a multidimensional model. 

This model is considered significant because it allows 

flexible combinations when querying the data. The 

dimensional model and the associated star schema 

enhance data exploration capabilities, providing the 

system with a powerful mechanism for data analysis. 
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The dimensional model is expressed by fact tables 

surrounded by dimension tables. The fact tables store 

business measures, while the dimension tables 

contain axes of analysis describing measures. The 

Kimball process has the following stages (Kimball, 

2016): select the business processes, declare the 

grain, identify the dimensions, identify the facts, 

design the star schema, define the data, handle slowly 

changed dimensions, implement and test the model, 

iterate and refine. 

In the knowledge about data integration 

constraints, it is important to understand how to 

connect to a diverse group of data sources and how to 

clean and transform the data. Many SSBI tools come 

equipped with features that allow connection to 

various types of sources, along with easy-to-use data 

cleaning and transformation capabilities.  

In the knowledge about data visualization 

constraints, casual power users implement the 

layouts designed in the first stage, utilizing the 

identified layouts and charts to convey the 

appropriate messages. 

In the knowledge about data storytelling 

constraints, the narratives are built by identifying the 

most appropriate episodes for each taking into 

considerations the audience previously identified. 

They then express these narratives using guiding 

threads. 

4.2 SSBI Framework  

In this section the subitems of each constraint are 

described.  

1. SSBI_KR Knowledge about requirements 

1.1. Identify the context and the audience  

1.2. Identify analysis questions 

1.3. Describe performance indicators  

1.4. Gather functional requirements  

2. SBI_KM Knowledge about modelling  

2.1. Identify metadata from data sources 

2.2. Build a dimensional model 

2.3. Implement the dimensional model 

3. SSBI_KI Knowledge about data integration: 

3.1. Connect to data sources 

3.2. Infer the data profile 

3.3. Clean and transform the data 

3.4. Load the data tables (dimensions and facts) 

4. SSBI_KV Knowledge about data visualization:  

4.1. Design the layouts and identify the best 

charts in agreement with the data 

visualization objectives 

4.2. Implement the dashboards 

5. SSBI_KS Knowledge about data storytelling  

5.1. Identify the context  

5.2. Identify narratives 

5.3. Build narratives guiding threads 

 

 

Figure 1: Dependence between subitems. 

Figure 1 highlights the dependence between its 

subitems, and Figure 2 displays the graphic 

representation of the framework. In the framework 

there are high dependences between the requirements 

phase and the data visualization and data storytelling 

phases. In the data visualization dashboards are built 

as they serve as a support to the data storytelling 

phase. As so they influence each other.   

5 CASE STUDY: CLASS 

ATTENDANCE  

The framework was utilized by a casual power user 

and applied to a case study in a higher education 

institution. The institution needs to make decisions 

regarding the management of the classes. The casual 

power user is a manager aware of the problem under 

analysis and uses a SSBI tool (Power BI). Next, the 

problem is contextualized, and later, the framework is 

applied to solve the problem.  

5.1 Contextualization 

A higher education institution has a transactional and 

operational digital platform to control class 

attendance. In the school, each course has a set of 

subjects with enrolled students. Students are divided 

into groups. A class is a lesson conducted by a teacher 

for a group of students. After each class the teachers 

register the number of attending students in the digital 

platform. There is a need for a data-driven solution to 

monitor student attendance throughout the semester.  
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Figure 2: The SSBI framework with interconnected stages.

It has two main objectives: the first is to discourage 

school dropouts and prevent early course 

withdrawals, while the second is to identify 

attendance patterns to support decisions about 

rearranging classes for students over the semesters. In 

some cases, classes may have low or high attendance. 

Low attendance is undesirable, as resources are 

underutilizing while high attendance is not 

pedagogically effective. 

The objective is to build a small-scale SSBI 

system to support decision-making regarding the 

classes rearrangement. 

5.2 Applying the Framework 

5.2.1 Requirements  

In initial meetings with other project sponsors the 

objectives of the project were identified together with 

the questions to respond. The project sponsors are the 

managers who also have the responsibility to 

rearrange the groups of students. The questions were 

formulated using the SMART criteria (Table 1). 

Table 1: For managers. 

Q1 

What is the number of courses, subjects, teachers, 

and enrolled students in the current academic year 

to assess resource allocation? 

Q2 

How many students are attending each class over 

the weeks during the current academic year to help 

determine necessary adjustments? 

Q3 

Which classes have the highest and lowest 

attendance rates over the weeks and may require 

rearrangement? 

Q4 
What is the attendance rate for all the classes of a 

specific subject, both daily and weekly? 

Q5 
What is the impact on the attendance rate of 

academic events?  

 

The project main objective is to analyse the 

student’s attendance evolution over the weeks and 

identify classes that need to be rearranged, more 

concretely, classes to be closed and classes to split.  

5.2.2 Data Modelling 

A star model was built resulting from the steps early 

mentioned in section 4.1. The casual power user 

contextualize itself with the approach.  

The casual power user background knowledge 

with the problem has facilitate the modelling phase, 

since the data and the terminology are well-known. 

The dimensions such as teachers, courses, subjects 

and classes were identified. Additionally, it was 

recognized the need for the academic date dimension 

since the it was considered important to observe the 

impact of some academic events in the students’ class 
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attendance behaviour. The following facts were 

identified: attendance and enrolment. 

Table 2 presents the relationship between the facts 

and dimensions. In Figure 3 the achieved data model 

may be analysed. 

Table 2: Relationships between facts and dimensions. 

 
Subjects and  

Courses Enrolment 

Classes 

Attendance 

Course X X 

Subject X X 

Teacher  X 

Date  X 

Academic Date X X 

 

 

Figure 3: The star schema. 

5.2.3 Data Integration 

The data sources are consumed using RESTful Web 

Services. After it, data is visually shaped (cleaned, 

integrated and transformed) step by step. The result is 

a group of connected tables. In PowerBI both Power 

Query and Data Analysis eXpressions (DAX) are 

used to perform the ETL process. The first to load and 

accomplish initial transformations and DAX for 

additional operations and to load data to the final 

dimension and fact tables.  

5.2.4 Data Visualization 

All at all dashboards classified as tactical have been 

developed for decisions. Despite charts being generally 

used daily it was considered a challenge the 

identification of the most suitable charts for data 

display.  

5.2.5 Data Storytelling  

The narratives were elected. For instances, the narra- 

tive of the 4th week semester was told since in that 

period the identification of classes attendance is a 

main concern (since it is still the beginning of the 

semester). The narrative starts to contextualize the 

courses, the subjects and teachers. Then it highlights 

the classes with the lowest and highest number of 

students. The narrative was build using elected 

frames extracted from dashboards. Additionally, the 

frames were organized, and context was assigned 

creating a movie. The audience in this case were the 

managers. 

6 CONSIDERATIONS 

The most expensive tasks that the casual power user 

reported was the development of the dimensional data 

model and the development of dashboards with an 

effective layout. However, later the dimensional 

model was considered fundamental to support data 

combination and data exploration. Nevertheless, the 

familiarization with the problem in analysis also has 

contributed to assist in the development of that model. 

Additionally, there has been reported some versions 

of mockups. Thinking about the layout and their 

visual elements was considered fundamental to a 

more effective design. The casual power user 

established the requirements and design the layouts in 

conjunction. In modelling as the data was gathered 

and its profile obtained from the web services the 

dimensional model was elaborated. The developed 

solution enables the understanding of class 

attendance behaviour during an academic semester, 

facilitating necessary adjustments. By the 4th week, 

the casual power users could identify classes to merge 

and classes to split. The custom solution developed 

by its own is now capable of telling him and others 

about the need of changes. Casual power user stated 

that the model with the appropriate connections were 

a main resource to build a set of filter segmentation 

components and to identify the rate attendance in 

classes. 

7 CONCLUSIONS 

SSBI aims to enable the agile development of BI 

solutions using low-code features and facilitating the 

creation of custom data-driven systems. For casual 

users, this is useful, as they are the ones who best 

understand the primary objectives of the analysis and 

may what to independently build a personalized 

solution. However, it has been reported that some 
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poor solutions have resulted from these users’ lack of 

conceptual understanding. Although SSBI tools 

provide visual artifacts, there is still a need to know 

the underlying concepts. This work introduces the 

role of casual power users: individuals who are 

familiar with the case study and have a general 

understanding of BI concepts. The authors present a 

framework with five interconnected knowledge 

constraints for developing SSBI solutions. These 

constraints were applied to a case study conducted by 

a casual power user, who uncover insights for 

decision-making. In the future, the authors plan to 

apply the framework to additional case studies.  
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Abstract: We introduce DomainKnowledge, a system that leverages a pipeline for triple extraction from natural text and
domain-specific ontologies leading to knowledge graph construction. We also address the challenge of align-
ing text-extracted and ontology-based knowledge graphs using the biomedical domain as use case. Finally, we
derive graph metrics to evaluate the effectiveness of our system compared to a human baseline.

1 INTRODUCTION

In the era of Large Language Models (LLMs),
Knowledge Graphs (KGs) have resurfaced to play
an important role, whether as complements to LLM-
based technology to enhance predictions in Retrieval
Augmented Generation (RAG) models, or as stan-
dalone systems that more faithfully capture factual
information (Pan et al., 2023b), (Peng et al., 2023),
(Vogt et al., 2022). The ongoing problem of hallu-
cinations in LLMs draws a line on their reliability
and questions the interpretability and explainability
of their outputs. The inability to trust the responses
of these deep learning models leads to much hesita-
tion in implementing and deploying them in produc-
tion, especially in sensitive domains such as health-
care (Pan et al., 2023a).

KGs, on the other hand, have demonstrated their
staying power by circumventing the black-box mech-
anism of LLMs and offering open and traceable repre-
sentations of domain information (Pan et al., 2023a).
Their staying power is also strengthened by their in-
tegration with both deep learning solutions and more
classical frameworks like ontologies that provide for-
mal representations of knowledge (Pan et al., 2023b),
(Vogt et al., 2022). A major weakness they exhibit
however is their difficulty in integrating and align-
ing new knowledge. Unlike LLMs, which benefit
from fine-tuning to add new knowledge, ontologies,

a https://orcid.org/0000-0001-9829-7401

and KGs by extension, require a lot of work in order
to enrich their representations in a single domain or
extend to a new one (Van Tong et al., 2021). This
weakness makes these technologies less transferable
on their own which is why they are often utilized as
components in larger systems that can benefit from
their advantages (Peng et al., 2023).

In this work, we present DomainKnowledge, a
system comprised of a workflow of information ex-
traction (IE) from unstructured text leading to the con-
struction of a consolidated domain KG. We showcase
strategies in our implementation to combine domain
knowledge from ontological sources and amount to a
generalized domain-specific KG mapping input text
entities to higher-order concepts. We also introduce
metrics inspired from graph theory to evaluate our
system. The rest of the work is structured as follows.
Section 2 presents related work in the literature. Sec-
tion 3 describes our methodology. In section 4 we
present our experimental setup. Section 5 discusses
our findings with an analysis of our results. Finally,
we conclude with future directions of work in section
6.

2 RELATED WORK

This section covers the literature pertaining to text-to-
graph extraction techniques as well as KG alignment
methods.
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2.1 Knowledge Graph Construction
from Text

Research in IE shows different methods to construct
KGs from text. In their work, (Liu et al., 2022) sur-
veyed different methods for text information extrac-
tion from relation triples. They explored and com-
pared systems that capture relations in the form of
triples, spans and clusters using symbolic and deep
learning techniques at the syntactic and semantic lev-
els. (Kamp et al., 2023) compared rule-based open
IE engines to machine learning extraction systems
and found a trade-off between implementation and
precision. While rule-based systems exhibited bet-
ter overall performance in identifying and extracting
relations, they were much harder and more exhaus-
tive to implement than off-the-shelf machine learning
models.

Natural language processing (NLP) methods like
sentence chunking, domain entity classification, re-
lation classification and sentence-to-graph techniques
to manipulate text directly through graph properties
have achieved promising results that exploit syntac-
tic and semantic text attributes through models built
on robust rule engines. These techniques, while ca-
pable of controlling the type of information to ex-
tract, have shown limitations when it comes to ex-
tending them to cover more exhaustive knowledge
(Chouham et al., 2023), (Dong et al., 2023), (Motger
and Franch, 2024), (Yu et al., 2022). Other research
geared toward machine and deep learning technol-
ogy combines these methods with classical NLP tech-
niques for better results. In their work, (Qian et al.,
2023) proposed an IE pipeline that combines pattern-
based, machine learning and LLM extractions that un-
dergo rule-based and machine learning scoring to de-
cide on keeping or discarding extracted information.
Transformer-based approaches have also been applied
to leverage embeddings information and transform
them to node properties in graphs constructed from
text (Friedman et al., 2022), (Melnyk et al., 2022).
These methods have showcased a better ability at cap-
turing text properties as node representations. Novel
hybrid systems making use of the availability of LLM
technology leveraged their prompting abilities to pro-
vide domain annotations for better information ex-
traction (Dunn et al., 2022), combine them with other
sources of knowledge like ontologies (Mihindukula-
sooriya et al., 2023), (Wadhwa et al., 2023) for better
coverage, and even use text generation techniques as
a comparative benchmark to identify viable relation
candidates for extraction (Hong et al., 2024).

2.2 Knowledge Graph Alignment

Several research avenues explore graph-based tech-
niques for KG alignment. (Zeng et al., 2021) sur-
vey distance-based and semantic matching scores for
effective entity alignment in KGs. In their work,
(Zhang et al., 2021) propose systems based on stacked
graph embeddings of different graph components like
neighboring entities and predicates to improve en-
tity alignment. Other methods focus on integrating
deep learning models to better express graph compo-
nent properties and answer the graph alignment prob-
lem. (Chaurasiya et al., 2022), (Dao et al., 2023) and
(Fanourakis et al., 2023) show that graph neural net-
works performed well in aligning different graph en-
tities when paired with distance-based graph features
and embeddings. In their work, (Yang et al., 2024)
show that LLMs could be leveraged to decompose the
alignment problem into multiple choice questions re-
ferring to sub-tasks to approximate the alignment of
entities with respect to neighboring nodes. (Trisedya
et al., 2023) propose a system composed of an at-
tribute aggregator and a node aggregator to combine
both node and relation properties and get better align-
ment predictions. (Zhang et al., 2023) showcase a
similar method aggregating property, relationship and
attribute triples to get a more complete representation
of entities and aid the entity alignment process.

Finally, neuro-symbolic systems aiming to com-
bine both classical rule-based techniques with sub-
symbolic architectures have also been proposed to
tackle the graph alignment problem. (Cotovio et al.,
2023) survey neural network architectures and rein-
forcement learning methods for better entity align-
ment predictions. In their work, (Xie et al., 2023)
convert different KGs into vector space embeddings
and combine them with graph neural networks to cre-
ate transitions and better delimit the best alignment
for a node entity. (Abi Akl, 2023) show the benefits of
using logic neural networks as reasoners with a rule-
set derived from upper ontologies in a hybrid system
to align entities from different KGs.

3 METHODOLOGY

The DomainKnowledge system proposes a data ac-
quisition and transformation pipeline that leverages
NLP and graph techniques to extract meaningful rela-
tionships from raw text and store them in graph struc-
tures to create a domain vocabulary. It consists of the
following components:

• An IE pipeline which handles the relationship ex-
traction. The IE component depends on the docu-
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ment or text extraction process that precedes it,
which should be capable of extracting raw text
and transforming it into a list of sentences, since
the IE pipeline identifies relationships at sentence
level.

• A knowledge storage system which references the
graph database storage and KG construction.

The system workflow can be summarized in the fol-
lowing steps:

• Initiate a generic pipeline to identify and extract
relations from raw text

• Define a ruleset for meaningful relations

• Prune relations to conserve only meaningful ones

• Export relations into semantic graph structures

• Generate the domain vocabulary from graph rela-
tionships

3.1 System Overview

The user provides a number of documents from the
same domain (e.g., Pharmaceutical). The documents
are processed one by one as raw texts. The Domain-
Knowledge pipeline analyzes the texts as sentences
and extracts relationships as triples of the form (sub-
ject,relation,object). Relationships are identified with
the help of a domain ontology that emphasizes impor-
tant domain words to look out for, e.g., MedDRA for
Pharmaceutical. Once relationships are extracted, a
set of rules is applied to prune the bad ones. These
rules can vary from simple, e.g., eliminating relation-
ships with missing elements in the triples, to more
complex, e.g., evaluating the nature of the relation
like verbal versus non-verbal. The ruleset can also be
aided by the reference ontology to drop relationships
that contain no relevant terms in the subject and/or
object entities of the triple. The relationship matri-
ces are then concatenated into one matrix containing
all the relevant relationships from all the documents.
The matrix is then formatted into several files and ex-
ported in a way to preserve the following information:

• Each relationship is unique and is assigned a
unique identifier

• Each relationship triple has a clear subject, predi-
cate and object

• Each relationship clearly references the sentence
it is extracted from

• Repeated triples are kept

• Each relationship clearly references the document
it is extracted from

• Each document is unique and is assigned a unique
identifier

The exported information is then ingested into a graph
database that conserves the above-mentioned infor-
mation in a graph network. The graph network is
modeled as a subject/object node KG where nodes are
subject and object entities and edges are the relation
of the triple. Each node has properties associated with
it like its unique identifier, the sentence it is extracted
from, the name of the document it is extracted from,
the unique identifier of the document, the type of the
document (e.g., Clinical Study Report, Protocol) and
the domain of the document (e.g., Pharmaceutical).
Figure 1 shows the high-level architecture of our sys-
tem.

Figure 1: DomainKnowledge pipeline.

3.2 System Modules

3.2.1 Extractor

A plain text extractor keeping document layout based
on MuPDF1 in Python.

3.2.2 Annotator

The Annotator’s output is based on Stanza’s2 depen-
dency parser which provides a standardized way of
representing syntactic dependencies between words
in a sentence. Our system produces relations from
texts of documents using specific dependencies ap-
pearing in Stanza’s output. Two main relation types
were considered for extraction:
1. Verbal Relations: canonical verbal relations take

a verb as a cornerstone to build a triple (entity,
verb, entity) which can be transformed to (subject,
relation, object). The relations are described as
follows:
• root: the root of the sentence should usually be

the verb that is the main predicate. The root
usually has subject(s) and object(s), unless it is
intransitive or another verbal dependency inter-
feres.

• acl: behave like roots, but their subject already
has a dependency link to another verb (typi-
cally, as an object of the root, but not only).

1https://shorturl.at/WXmwU
2https://stanfordnlp.github.io/stanza/
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• acl:relcl: adnominal relative clause introduced
by relative pronouns, which can either be their
subject or object, and reference another subject
or object in the context.

• advcl: adverbial clauses can have their own
subjects and objects, in which case they behave
like roots. If they modify nouns and have no
subject, they are linked to the verb they modify
and its subject.

2. Prepositional Relations: we use OpenIE3, an
open-source relation extraction tool, to build
prepositional relations from adpositions (e.g.,
’as’, ‘with’, ‘for’, etc.). Considering prepositions
as the pivot of the relation, subjects and objects
of verbal relations are split into smaller pieces
and can match better with ontology terms. We
use the dependency tag of the object entities of
these relations to identify them with the nmod tag.

The Annotator module is also in charge of con-
structing triples. Each sentence in the original text
is decomposed into entity-relation triples and stored
with metadata attributes such as document ID, sec-
tion ID (from the document layout), sentence ID, to-
kens positions and tokens POS tags. The triples are
sets of nodes and relations to be compared with the
value of the string data type available in the UMLS
metathesaurus4. Figure 2 shows the annotation logic.

Figure 2: Annotation flowchart.

3https://shorturl.at/2VNh0
4https://shorturl.at/5F0P8

3.2.3 Aggregator

The Aggregator relies on the National Library
of Medicine Unified Medical Language System
(UMLS® 2022AA) release. We consider the MR-
CONSO, MRSAB, MRSTY and MRREL data ta-
bles and reorganize their content into a graph data
model. We follow the UMLS data types as described
in the UMLS Metathesaurus Rich Release Format5

and keep the data objects as nodes in the graph data
model. The data model consists of the following
nodes:

• AUI: atom

• CUI: concept

• LUI: term

• SUI: unique string

• TUI: semantic type
We preserve the relationships attributes as defined

in the original UMLS Metathesaurus6. We turn the
incoming relationships into direct links to find paths
between text NER nodes and UMLS nodes:

• CUI node has an atom node: CUI HAS AUI−−−−−→ AUI

• SUI node has an atom node: SUI HAS AUI−−−−−→ AUI

• SUI node has concept node: SUI HAS CUI−−−−−→CUI

• CUI node has semantic type node: CUI HAS STY−−−−−→
TUI
The resulting data model is available in Figure 3.

3.2.4 Merger

Outputs from the Annotator, i.e., entity-relation
triples, and the Aggregator, i.e., SUI objects, are
mapped with measures of semantic similarity using
the following algorithm:

• An exact matching measure using the Levenshtein
distance to compute a first similarity score.

• A semantic matching algorithm using cosine sim-
ilarity to compute a more refined evaluation of en-
tities that do not score highly on the exact match-
ing: each entity is mapped to a 512 dimensional
dense vector space, so the semantic matching al-
gorithm can draw similarities from the generated
vectors to find associations between two entities.
An additional Named Entity Recognition tagger,

i2b27, is used to map long triples entities and SUI ob-
jects to augment the text-to-ontology mapping. Sub-
ject and object entities declared in extracted triples

5https://shorturl.at/2HYBj
6https://shorturl.at/iV97e
7https://shorturl.at/aMN80
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Figure 3: Graph data model.

from sentences are declared as NER nodes in the con-
structed KG. The Merger outputs a KG construction
from a set of pre-configured semantic graphs, consis-
tent with the graph data model, adding the following
nodes and edges to the graph:

• Text node linked to another text node:
NER T EXT LINK−−−−−−−→ NER

• Text node matched to SUI node:
NER HAS LEXICAL−−−−−−−−→ SUI
An example graph is presented in Figure 4.

3.3 Metrics

We define the following evaluation metrics:
• Coverage (CVRG). Let DT be the set of domain

tokens, i.e., any extracted entity from a given text
that is also linked, i.e., sharing a direct relation in
our KG, to an ontological concept from the do-
main. Let TT be the set of text tokens, i.e., any
extracted entity from the same text. The Cover-
age is defined as

|DT |
|T T | ×100 (1)

• Mapping (MAPG). Let CT be the set of concept
tokens, i.e., any extracted entity from a given text
sharing the same syntactic (and semantic) name
as an ontological concept from the domain. The
Mapping is defined as

|CT |
|DT | ×100 (2)

• Alignment (ALGT). Let rNER−→TUI be a direct
link from any extracted entity (NER) from a given

text to an ontological semantic type (TUI). Let
rTUI be a link from any source node to a TUI node,
i.e., rTUI = rNER−→TUI + rCUI−→TUI . The Align-
ment is defined as

count(rNER−→TUI)

count(rTUI)
×100 (3)

4 EXPERIMENTS

Experiments were performed on 52 Clinical Study
Reports (CSR) with the objective of finding direct re-
lationships between text entities, i.e., subject or ob-
ject of a triple (NER nodes), and ontological concepts
(CUI nodes) and semantic types (TUI nodes). We per-
form two experiments, each testing an algorithmic ap-
proach using the DomainKnowledge pipeline to ob-
tain an alignment from NER nodes to TUI nodes. All
experiments were hosted on an instance of Neo4j Au-
raDB8. The first experiment focuses on building sen-
tence clusters based on a sentence similarity score cal-
culated from the triples forming the sentences. The
intuition is that similar sentences will very likely be
paraphrases or rewording and will trace back to the
same higher-order ontological concepts. Grounding
these concepts makes the task of aligning NER and
TUI nodes easier. The experiment can be broken
down to the following steps:

1. The node2vec9 embeddings is calculated for every
NER node.

8https://tinyurl.com/yzxneyy5
9https://tinyurl.com/55jc525f
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Figure 4: Sample output graph.

2. A K-Nearest Neighbors (KNN)10 clustering algo-
rithm is used to create pairwise clusters of NER
nodes using the node2vec embeddings as prop-
erty.

3. The resulting KNN similarity score knn score for
each pair of NER nodes is appended to the relation
in their triple if and only if they share a triple.

4. We define the sentence score for a sentence as

sentence score =
n

∑
i=1

knn scorei (4)

where n is the number of relations of the
triples extracted from the sentence. All sen-
tences are compared and grouped based on
the sentence score. Sentences with equal sen-
tence scores underline similar sub-graphs from
NER to TUI nodes.
The final step is extracting the relevant NER and

TUI nodes from the different sentence group sub-
graphs. While this experiment shows promising re-
sults on a small batch of sentences, we lacked the re-
sources to handle the computational complexity of the
procedure on our ensemble of documents. We there-
fore did not report results for this method. The second
experiment targets ontology alignment directly using
the paths between NER, CUI and TUI nodes. The ex-
perimental setup is as follows:
1. The degree centrality DC11 measure is calculated

for every NER, SUI, CUI and TUI node. Rela-
tions between SUI and AUI nodes are also con-
sidered for the SUI degree centrality calculation

10https://tinyurl.com/yzx7dxv9
11https://tinyurl.com/bddhh9e7

as they are considered additional information on
the representation of a concept. The calculations
are based on the following directed graph orienta-
tions:

• NER−→ SUI −→ AUI (a)
• NER−→ SUI −→CUI −→ TUI (b)

The aim of this measure is to identify popular
nodes.

2. we define the weight w of a relation between 2
nodes A and B as the sum of their degree cen-
tralities DCA and DCB respectively. Formally,
wAB = wBA = w = DCA +DCB.

3. For each NER node, we traverse the closed sub-
graphs respecting the path in (b) while opting for
the maximum total weight

W =
n

∑
i=1

wi (5)

where n is the total number of relations between a
NER node and a CUI node in a closed sub-graph.

4. We apply the same traversal algorithm to identify
the best direct relation between a CUI node and a
TUI node.

5. We finally use the results from the previous two
steps to find the best direct relation between a
NER node and a TUI node.

We evaluate our DomainKnowledge pipeline
against a human baseline consisting of clinical ana-
lysts from the biomedical domain who manually per-
form the alignment on the same dataset and report our
results.
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5 RESULTS

Of the 7407 extracted sentences over all documents,
a total of 172836 tokens were identified. From these
tokens, 131625 were relevant domain tokens covered
in triples, representing 76.16% of text coverage into
triples. To ensure these triples are viable, the relations
binding subject and object tokens had to be either ver-
bal or prepositional to rule out unusable triples. 16051
verbal or prepositional relations were extracted over
the text, which resulted in 13821 unique triples rep-
resenting approximately 10.50% of the total set of
extracted triples. This figure signifies that domain
concepts make up roughly 10% of a CSR, whereas
the remaining 90% are the different context windows
in which the domain vocabulary is used. A sum-
mary of the triple extraction process from our pipeline
is detailed in Table 1. From the extracted triples,
4002 NER objects are domain vocabulary that can
be mapped to UMLS concepts. An additional 3417
objects tagger by the NER tagger means a total of
53,67% of the extracted triple objects can be mapped
to UMLS concepts. The final KG yields 7151 indi-
rect links from NER to TUI nodes. Indirect links en-
compass any direct link from NER to CUI ot NER to
TUI directly. The calculations from our graph traver-
sal algorithm identify 1533 direct links from NER to
TUI, resulting in an alignment of 21,40%. Table 2
shows the details of the NER node alignment to the
domain ontology. Table 3 shows the performance of
our pipeline with respect to the human baseline. The
results show promise for our pipeline: it beats the hu-
man baseline on all metrics while retaining a good
domain coverage of the text. The mapping score indi-
cates the over half the extracted triples contains per-
tinent nodes that can be traced back to the domain
ontology, showcasing the effectiveness of our anno-
tation and extraction methods. The alignment score,
while relatively low, is encouraging when it comes
to finding higher-level concepts linked to the initial
document text. This opens the possibility to a wider
integration between domain ontologies and domain
texts, with potential possibilities to enhance the latter
with the former using the links between NER and TUI
to semi-automatically generate in-context text tem-
plates and enrich the document. It is worth noting
that the noticeable discrepancy in scores between the
metrics suggests issues that need to be addressed at
annotation and extraction level. Our pipeline still per-
forms poorly on adjectival relationships, identifying
acronyms (e.g., human arm versus ARM) and specific
wordings (e.g., 6 cycle versus cycle 6) which explains
the drops in scores between metrics.

Table 1: Triple extraction summary.

Object Count
Sentences 7407

Tokens in sentences 172836
Tokens covered in triples 131625

Verbal or prepositional relations 16051
Unique triple objects 13821

Table 2: Alignment Summary.

Object Count
Unique NER objects linked to UMLS 4002

I2b2 NER objects linked to UMLS 3417
NER to CUI/TUI indirect links 7151

NER to TUI direct links 1533

Table 3: Comparative results of our methodology.

Method CVRG MAPG ALGT
Baseline 68.00 40.00 10.00

Our Pipeline 76.16 53.67 21.40

6 CONCLUSION

We introduce a system for domain information ab-
straction from text and ontology alignment for a more
effective KG creation. Our method has the advan-
tage of providing good text-to-triple coverage while
maintaining strict semantic consistency for overlap-
ping tokens, which allows better mapping and align-
ment to higher-order domain ontologies. Our exper-
iments show the need to expand the annotation and
extraction processes of our system in order to han-
dle edge cases in unstructured text and capture triples
more faithfully. In future work, we will target enhanc-
ing the triple extraction process from text by making
the annotator more flexible with handling edge cases
like acronyms or sentence rewordings. We will in-
tegrate features like coreference resolution to capture
more fine-grained triples and improve KG construc-
tion. we will also aim to evaluate our system against
other architectures like LLMs and widen the scope of
our experimentation to include other types of biomed-
ical documents (e.g., Protocols) as well as extend it to
other domains like finance.
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Abstract: This study presents a novel approach to measuring the impact of Artificial Intelligence on occupations through
an analysis of the Atlante del Lavoro dataset and web job postings. By focusing on data preparation and
model selection, we provide real-time insights into how AI is reshaping job roles and required skills. Our
methodological framework enables a detailed examination of specific labour market segments, emphasizing
the dynamic nature of occupational demands. Through a rigorous mixed-method approach, the study high-
lights the AI impact on sectors such as ICT, telecommunications, and mechatronic, revealing distinct skill
clusters and their significance. This innovative analysis not only delineates the convergence of digital, soft,
and hard skills but also offers a multidimensional view of future workforce competencies. The findings serve
as a valuable resource for educators, policymakers, and industry stakeholders, guiding workforce development
in line with emerging AI-driven demands.

1 INTRODUCTION

The integration of artificial intelligence into work pro-
cesses is set to significantly influence various types of
workers, leading to changes in wage structures and
skill requirements. Public policies will, therefore,
play a critical role in promoting training and ensur-
ing that workers are adequately prepared for the trans-
formations in the labour market. This study aims to
provide an innovative analysis of the labour market,
focusing on the measure of the impact of AI-related
skills across different economic sectors. By utilizing
data from the Atlante del Lavoro1 and online job post-
ings (provided by Lightcast2), this study explores the
competencies demanded in job postings and charac-
terizes professional profiles, offering a detailed per-
spective on the emerging labour dynamics in sectors
significantly impacted by AI.

To explore this relationship, we apply big data
principles, focusing on five key dimensions: volume,
by leveraging a large dataset of online job postings for
comprehensive labour market analysis; velocity, with
near real-time processing to capture dynamic changes
in AI skill demands; variety, by combining structured
data from Atlante del Lavoro with unstructured job
postings for a multifaceted view; veracity, using NLP

1https://atlantelavoro.inapp.org/
2https://lightcast.io

techniques to ensure data accuracy and reliability; and
value, providing actionable insights for policymak-
ers, training institutions, and industry stakeholders on
AI-related skills and their economic impact. Through
rigorous quantitative analysis and qualitative interpre-
tation, we aim to characterize emerging professional
profiles and elucidate the nuanced interplay between
AI adoption and skill demand. This approach allows
for a granular examination of labour market trends,
with particular emphasis on sectors experiencing sig-
nificant AI-driven transformations.

AI’s labour market impact includes job displace-
ment, creation, and transformation. Studies indicate
AI automates routine and non-routine tasks, altering
work and skill demands. (Lane et al., 2023) high-
light how AI transforms roles by automating repeti-
tive tasks, increasing the need for cognitive and so-
cioemotional skills. Generative Pre-trained Trans-
formers (GPT) further revolutionize labour by au-
tomating tasks requiring natural language understand-
ing. GPT is widely used in customer service, content
creation, and data analysis, enhancing productivity
(Eloundou et al., 2023). As GPT reshapes job roles,
new training programs are essential for effective AI
collaboration. (Squicciarini and Nachtigall, 2021) in-
vestigations confirm that the majority of workers de-
veloping and maintaining AI possess these special-
ized skills, although not all workers involved in AI
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have these skills to the same extent. The demand for
these specialized AI skills has grown significantly in
recent years, particularly in the United States, with
similar trends observed in Canada, Singapore, and
the United Kingdom. Job advertisements increasingly
demand AI skills alongside transversal competencies
such as social skills and management abilities, indi-
cating their complementary nature.

Our approach innovatively analyzes the effects of
AI on job competencies by integrating large-scale
job posting data with the Atlante del Lavoro frame-
work. This method provides a detailed view of evolv-
ing skill demands and AI-related skills across sectors.
Advanced text mining techniques capture emerging
trends in real-time, offering more immediate insights
than traditional surveys. The dynamic mapping of AI
adoption and skill demand reveals subtle shifts in job
roles, often missed by conventional methods.

The study begins with a review of the state of the
art in research on AI’s impact on the labour market.
This section will introduce the current understand-
ing and highlight gaps that this research aims to fill.
Following this, section 3 presents the data used in
our analysis. The data section also covers the pre-
processing steps undertaken to ensure the accuracy
and relevance of the data for our study. In the section
4, we detail our innovative approach that integrates
both qualitative and quantitative data to evaluate the
impact of AI on work activities. Advanced Machine
Learning and NLP techniques are employed to esti-
mate AI’s impact efficiently. This section provides a
comprehensive description of the data preparation and
model selection processes, highlighting the nuances
of our methodological framework. The results section
presents our findings on the impact of AI in specific
sectors such as ICT, telecommunications, and mecha-
tronic. The conclusion discusses the implications of
our findings, the limitations of the study, and suggests
directions for future research.

2 RELATED WORK

Recent studies indicate a significant acceleration in
the adoption of Artificial Intelligence (AI) across var-
ious sectors of the economy. The PwC AI Barom-
eter3 reports that 52% of companies have expedited
their AI adoption plans, with 86% anticipating AI to
become a mainstream technology within their organ-
isations by 2024. This trend is corroborated by the
OECD AI surveys (Lane et al., 2023), which found
that 24% of businesses across OECD countries are

3https://www.pwc.com/AIJobsBarometer

currently utilising AI technologies. Notably, there ex-
ists a substantial disparity in adoption rates based on
firm size, with large firms being ten times more likely
to adopt AI than their smaller counterparts.

(Brynjolfsson and McAfee, 2014) highlight AI’s
dual effect on the workforce: automation of rou-
tine tasks and creation of new roles requiring ad-
vanced skills. This underscores the complex interplay
between technological innovation and labour market
shifts, with both job displacement and new opportu-
nities emerging. (Autor, 2015) delved into the po-
larization of the labour market caused by technolog-
ical advancements. The research indicates that AI
and automation technologies tend to replace middle-
skill jobs that involve routine tasks, while simultane-
ously increasing demand for both high-skill jobs that
require creative and cognitive abilities and low-skill
jobs that involve non-routine manual tasks. This po-
larization highlights the need for targeted educational
and training programs to equip workers with the skills
necessary to thrive in an AI-driven economy. (Frey
and Osborne, 2017) utilize a Gaussian process classi-
fier to estimate automation probabilities for 702 occu-
pations, based on O*NET data. The study highlights
sectoral automation risks, though it focuses on current
technology and technical feasibility, neglecting future
advancements and workforce adaptability.

Recent empirical investigations have delved into
the specific competencies. (Alekseeva et al., 2021)
conducted a comprehensive analysis of job postings,
revealing a marked upsurge in demand for AI-centric
skills, encompassing proficiency in programming lan-
guages such as python, expertise in big data manage-
ment, and capabilities in model development. Com-
plementing this work, (Acemoglu et al., 2022) ex-
plored the intricate relationship between AI technol-
ogy adoption and evolving workforce skill demands.
Their findings underscore the symbiotic nature of
technical proficiencies and soft skills in the contem-
porary labour landscape, highlighting the complex in-
terplay between technological advancement and hu-
man capital development in shaping employment dy-
namics.

The methodological approaches for analyzing the
impact of AI on job postings have also evolved.
(Manca, 2023) utilized advanced NLP techniques to
parse and analyze large datasets of job advertise-
ments, providing real-time insights into emerging
skill demands. This approach enables a more dy-
namic understanding of labour market trends, as op-
posed to traditional static analyses.

(Eloundou et al., 2023) integrate expert judgments
with datasets from O*NET, ILO, and the World Bank,
assessing generative AI’s impact on 923 occupations
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across 199 countries. The broad scope and AI expo-
sure scoring system are strengths, though expert re-
liance and rapid AI evolution pose limitations. De-
spite extrapolation challenges, the study offers valu-
able insights for global labour markets. (Weichsel-
braun et al., 2024) employs a deep learning-based ap-
proach to anticipate future job market demands by as-
sessing the automatability and offshorability of skills.
The authors use a combination of Support Vector Ma-
chines (SVMs), Transformers, and Large Language
Models (LLMs) to classify skills and estimate their
future relevance. Their findings highlight the increas-
ing demand for skills related to automation and off-
shoring, driven by trends like the Gig economy and
technological advancements.

3 DATA

The Atlante del Lavoro is the Italian classificatory and
informative device for work and qualifications, cre-
ated based on the descriptive sequences of the Classi-
fication of 24 Economic Professional Sectors (SEPs).
The Atlante del Lavoro was developed as part of the
construction of the National Repository of Education
and Training Titles and Professional Qualifications,
as stipulated by Legislative Decree No. 13 of January
16, 20134. It aims to systematize and correlate the
competencies of qualifications from the public life-
long learning offerings with work activities. The sec-
tors were generated by intersecting two independent
ISTAT classifications, both in terms of the object rep-
resented and the constructive criteria used: the clas-
sification of economic activities (ATECO 20075) and
the classification of professions (CP 2011, updated in
2023 with CP 20216).

All the codes constituting the aforementioned sta-
tistical classifications, at their maximum extension,
have been aggregated in the Atlante del Lavoro Eco-
nomic Professional Sectors (SEPs) to meet the empir-
ical need to identify a ”perimeter” where sets of work
processes and activities with relative internal homo-
geneity (intra-sectoral) and sufficient external distinc-
tion (inter-sectoral) can be placed and ordered in their
information field. The Economic Professional Sec-
tors (SEPs) are articulated into work processes, pro-
cess sequences, activity areas, and individual activi-
ties described following the typical logic of the value

4https://www.gazzettaufficiale.it/eli/id/2013/02/15/
13G00043/sg

5https://www.istat.it/en/classification/ateco-
classification-of-economic-activity-2007/

6https://www.istat.it/en/classification/classification-of-
occupations/

chain model (Mazzarella et al., 2017). These descrip-
tors are constantly updated to meet the need to track
the evolution of constantly changing work activities.

The INAPP7 study utilized online job advertise-
ments to calculate skill rates and assess the rele-
vance of these skills for the descriptors within the
Atlante del Lavoro, which detail each segment of
work. Three indicators were defined to measure the
evolution of work dynamics in processes, sequences,
and area of activities (ADAs), quantifying the skill
rate for each system component (Mezzanzanica et al.,
2018). These indicators measure the incidence of dig-
ital, soft, and hard non-digital skills on the Atlante del
Lavoro’s descriptive elements:

Skill Ratet =
ft

fs + fd + fh

Where t denotes the skill type (digital, soft, or
hard non-digital), with ft representing the frequency
of type t, fs the frequency of soft skills, fd the fre-
quency of digital skills, and fh the frequency of hard
non-digital skills in the dataset. Three indicators were
identified, relating to classes of macro-competencies
based on ESCO skills8, extracted from the job post-
ings database. These indicators measure and monitor
over time the degree of digitalization, the demand for
soft skills, and the demand for technical/hard skills
within Economic Professional Sectors (SEPs), Pro-
cesses, Sequences, and Area of Activities (ADAs).

The working method can be summarized in the
following steps:

(i) Job advertisements are used as measurement tools
to elaborate all indices on macro-competencies.
Each job advertisement is classified according to
the CP 2011 standard, at the 5-digit level.

(ii) Ads are linked to Area of Activities (ADAs)
through the associated profession. It should be
noted that only advertisements classified accord-
ing to the occupations belonging to the area of ac-
tivity contribute to the calculation of indicators.
During the association between area of activity
and job advertisements, the correspondence be-
tween a single area of activity and the occupations
may not be one-to-one: each profession can be
associated with multiple activities. In this case,
if the same profession is associated with multiple
areas belonging to the same sequence, the job ad-
vertisements for this sequence are considered only
once.

(iii) Job advertisements associated with each area can
be further filtered based on the industry codes

7https://www.inapp.gov.it/en/homepage
8https://esco.ec.europa.eu/en/classification
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associated with the process Sequence to which
the area belongs. The industry sectors filter, in
some cases, reduces the expressive capacity of the
database, but when present, it refines the match.

(iv) Job advertisements associated with each area re-
port the required skills, categorized according to
the ESCO classification and grouped by macro-
competency classes.
The skills rate, broken down into macro-

competence areas, monitors the results within the area
of activity, sequence, or process through successive
aggregations and it tracks the evolution of jobs over
time.

3.1 Job Postings Dataset

The Lightcast database currently consists of over 21
million online job postings for Italy. After thorough
data cleaning, it contains more than 8 million vali-
dated job postings. These postings, often in semi-
structured or unstructured text, require rigorous sci-
entific, methodological, and technical work to extract
useful information. Covering the entire national ter-
ritory, they provide a rich data source for analyzing
various dimensions (occupations, industry sectors, re-
gions, and skills) (Vrolijk et al., 2022).

The processing phases are: (i) Data Collection:
Extracting job postings via API, bulk extraction, and
scraping. (ii) Data Treatment: Structuring data to
meet shared standards. (iii) Text Processing: Prepar-
ing unstructured texts for classification. (iv) Classi-
fication: Extracting professions and skills from job
postings.

Occupations are extracted from texts using a com-
bination of machine learning algorithms that train the
classifier based on previously classified and expert-
validated occurrences. Skills are extracted using fea-
ture extraction techniques and mapped to the ESCO
standard. Each skill is then associated with a macro-
competence class: digital, soft, or hard-no-digital, de-
fined by the working group using ESCO and O*NET
classification pillars. Hard skills are specific job abil-
ities, while soft skills are interpersonal and environ-
mental interaction abilities. Digital skills within hard
skills include ICT tool usage to complex system de-
sign. Soft skills include thinking, social interaction,
knowledge application, and attitudes and values. For
each occupation, the required competencies are ana-
lyzed, and the frequency of soft, hard non-digital, and
digital skills is calculated.

(Lovaglio, 2022) introduces a methodology for
analyzing labour market trends using web-scraped job
vacancies, revealing the growing importance of digi-
tal skills across sectors. Despite potential biases in

online recruitment, the approach provides real-time
insights. Similarly, (Vermeulen and Amaros, 2024)
and (Enrique and Matteo, 2024) assess the validity of
Lightcast job posting data compared to national statis-
tics across Europe (2019–2022). Their benchmarking
highlights discrepancies but emphasizes the comple-
mentary value of online postings for tracking labour
demand trends.

4 METHODOLOGY

The methodology involves selecting a representative
sample from the Atlante del Lavoro using stratified
sampling by Economic Professional Sector (SEP).
Sector experts then evaluated the AI impact on sam-
pled work activities. Next, NLP techniques were ap-
plied to efficiently analyze the data corpus and esti-
mate AI’s impact across all activities. Finally, work
activities were classified based on AI impact esti-
mates, enabling a clear assessment of sectoral trans-
formations. This methodology partially draws from
(Frey and Osborne, 2017) study. A 5% random sam-
ple of areas of activity was extracted using stratified
sampling to ensure fair sector representation. The
sample comprises 48 Area of Activities (ADAs), with
each of the 24 Economic Professional Sectors (SEPs)
represented by 2 ADAs (see Table 1).

To ensure the reliability and consistency of the
labeling effort, we assessed inter-rater agreement
among the five industry experts who evaluated the AI
impact on various work activities. Each expert in-
dependently assigned scores ranging from 1 to 5, re-
flecting the perceived impact of AI on specific activ-
ities. To gauge the consistency of these assessments,
we calculated inter-rater agreement using the Fleiss’
Kappa method. The calculated Fleiss’ Kappa value
of 0.2128 suggests fair agreement among the raters.
This indicates some level of consistency in their eval-
uations, but the variability implies differences in their
assessment criteria (see Table 2).

To efficiently analyze the impact of AI on all
work activities, a methodology based on advanced
machine ,earning techniques was adopted. Initially,
Sentence BERT (Bidirectional Encoder Representa-
tions from Transformers, (Reimers and Gurevych,
2019)), a natural language representation model, was
used to create a data corpus containing descriptions
of work activities and their related embeddings. Sub-
sequently, the dataset was divided into training and
test sets to train and evaluate the ML models. Vari-
ous models were explored, including XGBoost (Chen
and Guestrin, 2016), linear and polynomial regres-
sion, neural networks, and support vector machines
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Table 1: Sample of the area of activities evaluated by the experts.

Sector Area of Activity description
Chemistry Operation and control of plants/machines in the production of

sterile and non-sterile drugs
Chemistry Processing of plastics and rubber
Construction Execution of foundations and tunnels
Construction Painting works
Extraction of gas, oil, coal, minerals, and stone processing Environmental recovery of disused extraction areas
Extraction of gas, oil, coal, minerals, and stone processing Preparation and squaring of blocks
Wood and furniture Selection and storage of lots
Wood and furniture Packaging of curtains and drapes
Mechanics, production, and maintenance of machinery, plant
engineering

Maintenance and repair of mechanical and structural compo-
nents of aircraft

Mechanics, production, and maintenance of machinery, plant
engineering

Maintenance and repair of household appliances and electri-
cal devices

Table 2: Sample of AI Impact Evaluation on work activities from the experts.

Sector Description Expert evaluation
Social and Health Services Implementation of clown therapy interventions 1
Tourism Services Operational management of bathing services 2
Tourism Services Operational management of ski slopes and implementation of

rescue interventions
3

Printing and Publishing Handcrafted production of prints using lithographic processes 3
Printing and Publishing Digital archiving of the publishing house’s documentary her-

itage
5

(SVM), in order to estimate the impact of AI on work
activities. Among the various models tested (see Fig-
ure 1), those that showed the best performance were
selected for subsequent analysis. The performances,
computed on the test set and reported in table 3 indi-
cate that the Gradient Boosting model performs best,
with an R² of 0.417, meaning it explains 41.7% of the
variance in the data. The Gradient Boosting model
utilizes XGBoost. Key parameters include the num-
ber of trees (100), which dictates the ensemble’s size,
and the learning rate (0.1), controlling how much
each tree contributes to the model. The regularization
(Lambda: 10) adds penalties to prevent overfitting,
and the depth of trees (10) controls tree complexity,
balancing model expressiveness and overfitting risk.
Subsampling parameters are set to 1.0, meaning the
entire dataset and all features are used at each step.

Table 3: Comparison of model performance metrics evalu-
ated on the test set.

Model MSE RMSE MAE R²
Gradient Boosting 0.400 0.633 0.490 0.417
Linear Regression 0.494 0.703 0.641 0.282
Neural Network 0.703 0.838 0.635 -0.022
SVM 0.503 0.709 0.587 0.268

Based on the estimates obtained through models,
work activities were classified according to their rel-
ative AI impact. Activities were divided into cat-
egories, including areas with high impact (score >
3.5), medium impact (score > 2 and ≤ 3.5), and low

impact (score > 1 and < 2). This categorization pro-
vides a clear overview of AI’s influence on different
work activities and sectors.

5 RESULTS

The results of the analysis provided a detailed
overview of the impact of AI on work activities across
various economic sectors.

5.0.1 AI Impact

Initially, we examined the number of activities classi-
fied based on AI impact, distinguishing between high
impact (category A), medium impact (category B),
and low impact (category C). The results indicate that
the most significant number of activities fall into cat-
egory B (564 activities), followed by category C (254
activities), while category A includes 84 activities.

Analyzing the industry sectors and their respec-
tive areas of activity with significant AI impact, data
shows considerable variation across sectors (Table
4). For instance, in the ”Digital Services” sec-
tor, most ADA (63.64%) are classified as high im-
pact; in ”Printing and Publishing” and ”Construction”
45.45% and 4.17%, respectively. The strong AI pres-
ence in ICT related services drives demand for spe-
cific skills such as programming, data analysis, and
AI itself. Sectors with medium AI impact, like print-
ing and manufacturing, require professionals to adapt
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Figure 1: The text mining process to evaluate the AI impact on all the area of activities. The process begins with document
embedding using SBERT9, followed by a data split for training and testing. Four models (Neural Network, Gradient Boost-
ing, Support Vector Machine, and Linear Regression) are trained and evaluated using test data. The best-performing model
generates predictions, which are output for further analysis.

their skills to optimize work processes using AI tech-
nologies. Even in sectors with limited AI impact, such
as education, professional development must address
digitalization demands, preparing the workforce for
future innovations.

The analysis highlights the need for continuous
adaptation of the education and skill development
system in response to technological evolution. Train-
ing should focus on transversal digital skills, such as
critical thinking, problem-solving, and communica-
tion, in addition to AI-specific skills and their appli-
cations in various sectors (Pedone A. 2024, Conforti
D. 2024).

To complete the study, we explored the link be-
tween digital skills (using the digital skills rate at the
Area of Activity level) and the AI impact on ADA.
A polynomial model was used to calculate the co-
efficient of determination (R²), which measures how
much variation in AI impact is explained by digital
skills. The R² of 0.2095 indicates that 20% of the
variability in AI impact is explained by digital skills.
The adjusted R² was 0.2078, suggesting the model is
appropriate and does not overfit. While a correlation
exists, the relatively low R² suggests that other factors
contribute to explaining AI impact variability, indicat-
ing the need for further research (Figure 2).

5.0.2 Digital Services

The analysis of the ICT sector highlights several key
findings. The sector shows a high susceptibility to AI-
driven changes, with a significant portion of activities
impacted by AI. Skill demands are shifting towards
AI-related competencies, with a notable emphasis on
machine learning, NLP, and data analytics. Digital

Figure 2: Digital Skills Rate and AI Impact. The digital
skills rate is represented on the horizontal axis of this scatter
plot, while the vertical axis presents the AI impact.

skills dominate the sector, and soft skills are increas-
ingly valued, especially for roles managing AI. These
insights stress the need for an adaptable ICT work-
force, capable of continuous upskilling to keep pace
with AI advancements (Table 5).

Job postings in 2023 already highlight AI-related
skills such as Apache Spark, Machine Learning, NLP,
Computer Vision, PyTorch, Deep Learning, Keras,
Generative AI, Cognitive Computing, and Large Lan-
guage Modeling. To attract talent in the ICT sector,
it is important to introduce policies focused on up-
skilling and reskilling the workforce. These initiatives
enhance existing employee skills, making the region
more competitive and appealing to potential talent.
Continuous learning ensures that the workforce stays
adaptable, filling skill gaps and positioning the region
as a hub for innovation and professional growth (Gatti
et al., 2022).
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Table 4: AI Impact on the economic sectors.

Industry A (High Impact) B (Medium Im-
pact)

C (Low Impact)

Agriculture, forestry and fishing 2.00% 58.00% 40.00%
Food production 4.76% 69.05% 26.19%

Wood and furniture 0.00% 21.74% 78.26%
Paper and papermaking 0.00% 75.00% 25.00%

Textiles, clothing, footwear and fashion system 0.00% 27.50% 72.50%
Chemistry 0.00% 76.00% 24.00%

Extraction of gas, oil, coal, minerals and stone processing 0.00% 43.33% 56.67%
Glass, ceramics and building materials 0.00% 28.57% 71.43%

Construction 4.17% 41.67% 54.17%
Mechanics, machine production and maintenance, plant engineering 11.32% 63.21% 25.47%

Transport and logistics 7.35% 89.71% 2.94%
Commercial distribution services 0.00% 90.00% 10.00%
Financial and insurance services 2.08% 81.25% 16.67%

Digital Services 63.64% 36.36% 0.00%
Telecommunication and postal services 38.46% 61.54% 0.00%

Public utilities services 18.18% 68.18% 13.64%
Printing and publishing 45.45% 45.45% 9.09%

Education, training and employment services 9.38% 90.63% 0.00%
Social and health services 4.17% 79.17% 16.67%

Personal services 0.00% 29.41% 70.59%
Recreational and sports services 0.00% 62.50% 37.50%

Cultural and entertainment services 11.11% 64.81% 24.07%
Tourism services 9.68% 83.87% 6.45%

Common area 20.55% 73.97% 5.48%

Table 5: ADA SEP – High AI Impact Digital Services and corresponding digital skills rate.

Area of activity AI Impact Digital Skills Rate
Engineering ICT Systems 4.57 64%
Improving ICT Processes 4.46 20%
Innovation in ICT 4.4 61%
Data Science and Analytics 4.38 34%
Sustainability Management in ICT 4.29 59%
Monitoring Technological Trends 4.23 64%
Information and Knowledge Management 4.23 64%
Problem Management in ICT 4.18 67%
Defining IT Strategy and Aligning with Business 4.16 60%
User Experience Design 3.95 63%
Application Development 3.8 63%
Developing Cybersecurity Strategy 3.62 47%
Providing ICT Services 3.57 66%
Supporting System Changes and Evolutions 3.55 72%

5.0.3 Telecommunications

In the telecommunications sector, AI significantly im-
pacts work activities, as shown by the digital skill rate
of area of activity analyzed for this SEP (Table 6).
The highest AI impact is seen in Network Architec-
ture Design and Planning (5.00), requiring a 26% dig-
ital skill rate. Installation, Configuration, and Testing
of TLC Systems have a high AI impact (4.64) with an
18% digital skill rate. Network Management and Su-
pervision also show significant AI impact (4.18) with
a 26% digital skill rate. Conversely, Online Shipping
Service Programming has a lower AI impact (3.88)

with a 19% digital skill rate, while TLC System Main-
tenance Assistance has a moderate AI impact (3.87)
with an 8% digital skill rate.

Job postings in the telecommunications sector
highlight the demand for AI-related skills, such as
Machine Learning, K-Means Clustering, Deep Learn-
ing, and Natural Language Processing. Technologies
like Apache Spark, TensorFlow, PyTorch, and Keras
are widely adopted, emphasizing the need for skills in
data analysis, ICT system management, and project
management methodologies.
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Table 6: ADA SEP – Telecommunications and Postal Services with High AI Impact and Corresponding Digital Skills Rate.

Area of activity AI Impact Digital Skills Rate
Network Architecture Design and Planning 5.00 26%
Installation, Configuration, and Testing of TLC Systems 4.64 18%
Management, Supervision, and Control of TLC System Components and Networks 4.18 26%
Programming and Control of Online Shipping Services 3.88 19%
Assistance/Maintenance of TLC Systems 3.87 8%

5.0.4 Mechatronic

In the mechatronic, AI integration is revolutionizing
several operational activities (Table 7). Key areas
include programming and automating electronic sys-
tems, utilizing AI platforms to optimize production
processes, and improving assembly line efficiency. AI
solutions in electrical/electronic installation on boats
integrate smart sensors and control algorithms, en-
hancing system safety and reliability. Aerospace sec-
tor AI optimizes production of components and ve-
hicles through advanced modeling and virtual sim-
ulations. Building automation systems use machine
learning algorithms to optimize energy consumption
and occupant comfort.

Job postings in this sector frequently mention
roles such as electromechanics, industrial engineers,
telecommunication technicians, and aerospace engi-
neers. Skills in Machine Learning, Apache Spark,
Computer Vision, and Natural Language Processing
are highly sought after, indicating a growing need for
AI competencies to enhance automation, safety, and
efficiency in industrial and electronic systems.

6 CONCLUSIONS

The analysis investigated AI’s impact across various
labour segments in the Atlante del Lavoro using on-
line job vacancies. Results revealed differing AI im-
pacts, categorized as high, medium, and low, with a
correlation between digital skills and AI impact on
work activities. Analysis of selected sectors focused
on high-impact area of activities, identifying key pro-
fessions and AI-related skills. A clear distinction
was found between AI application roles, which re-
quire digital literacy and domain-specific expertise,
and AI development roles, which demand specialized
skills like Python, SQL, and machine learning. These
findings underscore the varied skillsets needed across
AI’s influence on the labour market.

In Digital Services, AI automates repetitive tasks,
requiring new skills for designing intelligent appli-
cations like Robotic Process Automation (RPA) and
data analysis tools. In telecommunications, AI auto-
mates network management, enhances customer in-

teractions through NLP, and improves predictive ana-
lytics for network maintenance. In the mechatronics
sector, AI-driven robots boost efficiency, and machine
learning predicts equipment failures, while simulators
optimize production processes and predictive mainte-
nance reduces downtime. In addressing the feasibil-
ity of satisfying the required shift in skills, it is im-
portant to acknowledge the gap between the demand
for advanced AI skills, such as deep learning, and the
realistic capacity for most workers to acquire them.
While reskilling efforts can help non-technical work-
ers adopt AI-related competencies, expecting a sig-
nificant portion of the workforce to master complex
areas like deep learning is unrealistic. Recent studies
suggest that non-technical workers are better suited to
focus on skills such as AI collaboration, data literacy,
and problem-solving, which are more attainable and
still highly relevant in an AI-driven environment (see
(Whelan and Redmond, 2024)).

The study has limitations, such as potential bi-
ases from relying on online job vacancies and over-
looking future AI advancements. The analysis is not
exhaustive across sectors, and digital skills measure-
ment may miss emerging trends. Expert evaluations
introduce subjectivity, and the study’s focus on a spe-
cific timeframe and region limits broader applicabil-
ity. Economic shifts and sectoral AI adoption rates
are not fully considered. However, the study empha-
sizes the need for investment in training programs,
identifying two key skill areas: technical competen-
cies for AI system development and general skills for
AI adoption and interaction.
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Table 7: ADA SEP – Mechatronic with High AI Impact and Corresponding Digital Skills Rate.

Area of activity AI Impact Digital Skills Rate
Programming Electronic Systems for Automation Control 4.53 17%
Installation of Electrical/Electronic Systems on Boats 3.82 7%
Manual and Automated Machine Forming 3.75 0%
Installation and Repair of TV Reception and Signal Systems 3.75 0%
Designing Renewable Energy Source (RES) Systems 3.73 27%
System Integration for Optimizing Aerospace Components and Vehicles Production 3.73 25%
Customer Installation, Commissioning, and Testing 3.71 12%
Design of Thermohydraulic Systems (e.g., civil, industrial, HVAC) 3.69 27%
Installation/Maintenance of Industrial Electrical Systems 3.61 14%
Management and Improvement of Aerospace Production Processes and Logistics 3.61 21%
Building Automation Systems Setup and Management 3.59 26%
Installation/Maintenance of Civil and Commercial Electrical Systems 3.57 11%
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Weichselbraun, A., Süsstrunk, N., Waldvogel, R., Glatzl,
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Abstract: Data analysis plays a crucial role in assessing the effectiveness of business strategies. In Digital Marketing,
analytical tools predominantly rely on traffic data and trend analysis, focusing on user behaviors and interac-
tions. This study introduces a dataset generation framework to assist marketing professionals in conducting
micro-level analyses of individual user responses to digital marketing strategies. The implemented proof of
concept demonstrates that the framework can be integrated with enterprise software monitoring applications
to ingest logs and, through appropriate configuration, generate comprehensive and valuable datasets. This re-
search centers on the application of the framework for predicting customer behavior. The evaluation examines
the extent to which the generated datasets are suitable for training various machine learning (ML) algorithms.
The framework has shown promise in producing machine learning-ready datasets that accurately represent
complex real-world scenarios.

1 INTRODUCTION

In the contemporary digital landscape, data is essen-
tial for business success and the validation of scien-
tific theories. More specifically, large amounts of data
can be refined into datasets, which, in turn, enable
data-driven decision-making. What those datasets
look like and how to create them depends on their
source and platform (Renear et al., 2010).

Digital data sources include websites, mobile ap-
plications, and plugins. Data may also come from
other sources, such as the Internet of Things, the fi-
nancial market, or health care. Data can be applied
across various domains, including agricultural moni-
toring, home surveillance, and the management of au-
tomotive or office environments. It may improve your
user-targeted marketing or user experience. Data can
enhance investment strategies and support the early
detection of diseases. Data takes all kinds of shapes,
coming from different systems in various industries.
It is crucial to have access to a large amount of data
to enable data-driven decision-making, analyze it to

a https://orcid.org/0009-0003-1763-1562
b https://orcid.org/0000-0001-6022-4143
c https://orcid.org/0000-0002-9545-2098

understand how data elements correlate to a question
that needs answering, and plot it accordingly - creat-
ing a dataset.

Gathering data from different platforms infers dif-
ferent methodologies due to the differences in com-
munication protocols, programming languages, data
format, etc., making it challenging to create unique
software to gather data from all of them. Data col-
lection from a system requires the integration of spe-
cialized capabilities within the software or the devel-
opment of auxiliary software dedicated solely to ex-
tracting system output.

This scenario drove the analytics market to build
enterprise applications to monitor systems by cap-
turing their data (for instance, Datadog (Datadog
Documentation Authors, 2024) or Google Analytics).
Their primary purpose is not to acquire data but to
monitor and report specific system characteristics.

Many current analytics applications use macro-
scale analyses because they provide metrics based
on large-scale traffic data instead of user interac-
tion. Monitoring applications such as Datadog enable
micro-scale analysis by ingesting logs resulting from
user interaction with graphical interfaces. Literature
has shown platform-specific software to accumulate
data (de Santana and Baranauskas, 2015) (Ma et al.,
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2013) (Froehlich et al., 2007)(Rawassizadeh et al.,
2013) (Pielot et al., 2014) (Ferreira et al., 2014). On
a broader scale, enterprise applications accomplished
much on data collection with platform agnosticism.

This article proposes MAEVE as a dataset genera-
tor framework. This study aims to answer the follow-
ing research question: Can enterprise monitoring ap-
plications be leveraged to solve platform-agnosticism
in dataset generation? Our study further investi-
gates a novel ecosystem responsible for generating
datasets based on API communication with those en-
terprise monitoring applications to generate datasets -
assuming the enterprise application supports its plat-
form. Such an ecosystem can help marketing strate-
gies thrive with data-driven decision-making by pro-
viding a “plug-and-play” dataset generation frame-
work for any software.

This research explores machine learning algo-
rithms to experimentally analyze the framework’s re-
sults and the quality of the datasets as our metric of
success. We demonstrate how the datasets generated
by the framework are performed using different ma-
chine learning algorithms.

This study provides the following contributions:

• The conception and development of a novel
framework “MAEVE” for micro-scale insights on
user responses to digital marketing strategies.

• Integration with enterprise software monitoring
applications as platform agnostic data sources to
ingest logs and generate extensive and analyzable
datasets.

• Demonstration of the dataset’s readiness for
machine learning algorithms, reflecting real-
world complexities and showcasing how the
novel framework can enable data-driven decision-
making.

The remainder of this article is organized as fol-
lows: Section 2 reviews the related works that laid
the foundation for this research. Section 3 outlines
the MAEVE framework proposal in detail, explain-
ing its components and functionalities. Section 4 de-
scribes the experimental methodology used to eval-
uate MAEVE’s effectiveness, along with the results
obtained. Section 5 discusses the key findings and
highlights the open challenges in the field. Finally,
Section 6 presents the concluding remarks and sum-
marizes the contributions of this study.

2 RELATED WORK

Applied data science can be achieved mainly in two
ways. The first is to use enterprise software directed

to your needs, such as Google Analytics. Such tools
provide you with data gathering solutions to improve
business, such as access traffic to your website, peak
access timelines, most used pages, etc. The second
one is more specific and less friendly for people with
no technology background, which is to build your
data pipelines.

The objective of the MAEVE framework is to gen-
erate datasets useful to the user’s (the ”user” being the
person who benefits from the framework’s dataset)
specific needs in digital marketing. This allows users
to configure the framework to generate datasets that
facilitate predictions regarding client return rates, pur-
chasing likelihood, and other key behaviors.

In practical terms, the user must identify and spec-
ify the location of the desired outcome within the sys-
tem’s data (For instance, a log entry that records the
precise moment a user interacts with the purchase but-
ton). Additionally, the user should define the interface
interactions or characteristics that exhibit a correla-
tion with that outcome. This approach enables the
framework to identify relevant patterns and correla-
tions in the data, thereby supporting predictive ana-
lytics.

Thus, MAEVE delivers an analytics solutions
that for Digital Marketing professionals, empowering
their decision-making with few configurations.

WELFIT (de Santana and Baranauskas, 2015) and
Xiaoxiao Ma et al. (Ma et al., 2013) represent mod-
els of user-triggered event recorders. Aligning with
the architectural principles outlined in both studies,
logs are imported to establish independent modules.
Moreover, the prevailing approach in mobile event
logging, as seen in MyExperience (Froehlich et al.,
2007), predominantly relies on operating system APIs
to collect sensor and OS-specific events. However,
such data does not align with the focus of this re-
search, which prioritizes user interaction with appli-
cation interfaces as the primary dataset for analysis.

As per software monitoring applications, a stan-
dard functionality exists in log management that al-
lows the storage of logs from diverse platforms. Plat-
forms like Datadog (Datadog Documentation Au-
thors, 2024) showcase a promising solution, with
distinct SDKs for various platforms converging into
a unified log management system. This facilitates
multi-platform event logging by being the platform it-
self, an event logger, and establishing a robust founda-
tion for comprehensive monitoring purposes, partic-
ularly with Datadog’s (Datadog Documentation Au-
thors, 2024) unique incorporation of Real User Mon-
itoring (RUM) capabilities.

Moreover, our research underscores the need for
an open-source ETL framework to generate digital
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marketing datasets across multiple platforms. While
existing market ETL applications suffice for dataset
generation, their platform-specific nature limits the
research’s objective (Informatica Power Center, 2024)
(Talend Documentation Authors, 2024) (Microsoft,
2024).

Our proposed framework aims to fill this gap by
being versatile, agnostic to data types, and exclusively
utilizing NoSQL databases to align with its objec-
tives. In summary, while WELFIT (de Santana and
Baranauskas, 2015) and Xiaoxiao Ma et al. (Ma
et al., 2013) highlight cutting-edge logging capabil-
ities, the versatility, and comprehensiveness of en-
terprise monitoring applications like Datadog (Data-
dog Documentation Authors, 2024) position them as
optimal choices for event logging in the proposed
framework, which emphasizes multi-platform readi-
ness and NoSQL compatibility.

The novelty in our proposed framework comes
from creating an ecosystem that, joining the technolo-
gies presented above, can be used to create marketing-
directed datasets on a platform-agnostic basis. The
monitoring application brings state of the art in pro-
viding an event logger and a centralized, platform-
agnostic log management system.

By creating MAEVE’s modules based on API
communications with monitoring applications, we ab-
stract the implementation of that system, meaning that
the event logger can be Datadog, Grafana - any appli-
cation with an API for log ingestion. MAEVE’s mod-
ules serve as the ETL that ingests logs, the products
of which are the datasets. With this framework, with
minimum knowledge of the data and minimum con-
figuration, MAEVE allows a fast way of generating
almost real-time datasets based on user interactivity
with graphical interfaces.

3 MAEVE DATA GENERATOR
FRAMEWORK

This research objective is to contribute to the con-
text of digital marketing, by enabling the creation of
datasets on a platform-agnostic basis, enabling data-
driven decision making. The proposal is to create
a dataset generation framework composed of three
main modules: the log importer; the data normalizer;
and the dataset generator. We named this framework
as “MAEVE”, which stands for Marketing Event Log-
ging and Dataset Generation Framework. Figure 1
presents the relationship between those three mod-
ules. The following sections describes the chosen
event logger and each component of the framework
and its responsibilities.

3.1 Datadog: The Chosen Event Logger

For the implementation of the event logger ab-
straction, Datadog (Datadog Documentation Authors,
2024) was selected. Datadog is a robust software
monitoring application designed to serve as a com-
prehensive platform for engineers to manage logs, and
create alerts based on system performance, abnormal
behavior, and more.

Several factors contributed to the decision to
choose Datadog. Firstly, it offers a user-friendly expe-
rience with minimal setup requirements. Installation
merely involves integrating its SDK into the system to
be monitored and configuring a simple API and Ap-
plication key. Once configured, Datadog seamlessly
aggregates application logs.

Secondly, Datadog’s log entries extend beyond
simple text content. They encompass a wealth of con-
textual information such as the user’s browsing activ-
ity, interacted elements, time zone, browser details,
user session information, and more, providing invalu-
able insights.

Lastly, Datadog stands out from its competitors
like Grafana and Google Analytics due to its exten-
sive API. While many tools confine logs within their
own ecosystems to promote platform lock-in, Data-
dog offers a well-documented API empowering users
to access virtually any data sent to the platform.

It is important to notice that by choosing Datadog
we leverage the state of the art from monitoring appli-
cations. Datadog is not conceptually an event logger.
It’s purpose is to monitor applications. However, to
do so, it needs to import its logs, becoming, by exten-
sion, an event logger. We harvest that functionality
from Datadog to create a platform-agnostic dataset
generation framework, since Datadog provides SDK
for several platforms, such as Android, iOS, Win-
dows, Linux, etc. Thus, by connecting MAEVE with
Datadog, we can generate datasets from a wide range
of applications.

3.2 Importer

A pivotal aspect of this module is its abstraction.
Leveraging the capabilities of an object-oriented lan-
guage, we define interfaces and abstract classes that
can be implemented to establish connections between
the importer and any event logger. This design ap-
proach allows for flexibility in integration, as the
event logger is not constrained to providing a spe-
cific API. Instead, it could be an event stream, files,
a database, or any other data source.

The importer operates as a job-based application
specifically tailored for API-based event loggers. This
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Figure 1: Component diagram of MAEVE.

design is essential due to the lack of real-time access
to incoming logs. As a result, the importer employs
its own CRON scheduled jobs. During each job ex-
ecution, the importer queries Datadog (the event log-
ger we have chosen for this experimentation) for all
logs generated since the last job run up to the current
timestamp. Each retrieved log from Datadog is then
stored in its raw form within a document-oriented
NoSQL database. If Datadog were to function as an
event stream rather than an API, the need for sched-
uled jobs would be obviated, as we could subscribe
to the stream and listen for incoming logs. However,
given the versatility and applicability of job-based im-
ports across various communication channels, this ap-
proach was chosen.c

Another crucial aspect of the importer is its role
as the trigger for log normalization. With the logs
securely within MAEVE’s ecosystem, they become
available for manipulation as needed. Additionally,
the importer facilitates communication with other
modules by employing an event-driven architecture
implemented with RabbitMQ.

Upon successfully saving a log in the database,
the importer dispatches a message to a RabbitMQ ex-
change containing the ID of the log. This notification
signals to other modules that a new log is ready for
transformation.

3.3 Normalizer

The normalizer module subscribes to the message ex-
change, to which the importer sends messages to.
This is done to achieve an event-driven architecture
(Cassandras, 2014), which is essential for the frame-
work to be scalable. Upon receiving a message, the
normalizer consumes it, initiating the normalization
process for the log identified by the message’s ID.

Normalization entails two configurable steps: a)
determining relevant fields that will become features
in the datasets and b) formatting field values. The first
step can be configured within the module’s settings,
allowing users to define the desired structure for the
log. The normalizer then removes unnecessary fields
and retains only those designated for persistence.

The second configuration involves coding, em-
ploying a factory design pattern (Shvets, 2018) to
implement a set of normalization rules. These rules
are implemented as classes to clean and transform
field values within the logs. For instance, rules could
anonymize personal user data or standardize times-
tamps to a specific time zone. The factory design pat-
tern ensures that all configured rules are applied to the
log during normalization.

It is important to notice that this factory design
pattern is crucial in MAEVE’s architecture. Leverag-
ing the abstraction capabilities provided by Java, this
design pattern allows the normalizer to be the heart
of MAEVE. This module allows developers to create
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essentially any rules to deal with the logs being in-
gested, making it a data engineering silver bullet.

After passing the two layers of data normalization,
the normalized log is then saved in the normalizer’s
document NoSQL database instance. These logs rep-
resent the final form of the data and serve as the basis
for dataset creation by the next module.

3.4 Generator

The generator module serves as the engine that lever-
ages the storytelling capabilities inherent in normal-
ized logs to address specific questions. In the context
of this research, the question the generator is trying to
answer through datasets is: will the user buy a prod-
uct?

This module can read a normalized database, treat
and organize the data based on its configuration. The
configuration is a simple map of where the necessary
fields can be found, and what field is the dataset meant
to predict.

The generator’s output is a CSV file in which each
line refers to a normalized log, each column is a fea-
ture, and the final column is the binary response of
what is being analyzed.

Utilizing abstraction and the factory design pat-
tern, the generator empowers developers to create im-
plementations of dataset generation in various for-
mats. For this paper, CSV file implementation was
chosen to facilitate experimentation. Bayesian pre-
diction (Kruschke, 2014) with Python and the pan-
das framework (pandas Development Team, 2024),
known to work well with CSV format, will be em-
ployed for testing the datasets.

3.5 External System and Usability Logs
Generation

To evaluate the framework, it is necessary to find a
suitable graphical interface system into which Data-
dog can be installed. To do so, keeping in mind the in-
tention of generating marketing directed datasets, we
used an open source marketplace UI.

MAEVE’s inputs are logs, and to generate logs we
need users interacting with the system’s interface. For
the generation of the logs, we mimic user interactivity
using Cypress, a front-end integration testing frame-
work, to create bots. Those bots are essentially auto-
mated tests that interact with the UI in a configured
manner. The bots were configured to operate in three
different behaviors: an assertive user to buy, a user
that is not interested in the product and does not buy
and a user that is frustrated by the UI and leaves the
website.

4 EXPERIMENTAL EVALUATION

This experimental evaluation aims to apply five ma-
chine learning techniques to the created dataset to
evaluate how the dataset generator framework is ap-
propriate for predicting customer behavior in digital
marketing.

4.1 Dataset

The dataset used in this experimentation comprises
15,000 rows and 25 features. The features can be seen
on table 1. The features represent four aspects of a
user session:

• User Personal Data: personal information on the
user, such as gender, age, and for how long the
user account has been active

• Historical User Activity (Sessions): features that
show if the user was logged in during the session,
the average amount of active sessions last month,
etc.

• Product Data: Product rating, price, and impor-
tant information that might lead to the purchase,
such as is the product currently in the user’s fa-
vorites list?

• UI Interactivity Logs: Most of the features are
categorized as interactivity data, and they repre-
sent actions the user takes on the UI during the
session, such as: did the user accesses the wallet,
scrolls through the product, was there any frus-
tration recognized from the usability pattern, how
much time did the user spend on the product page?

The label distribution is divided into two distinct
categories. The larger category, comprising 62.8%
of the total, represents instances labeled as ”Pur-
chased.” In contrast, the smaller category, accounting
for 37.2% of the data, corresponds to entries labeled
as ”Not Purchased.” This distribution is visually rep-
resented in a pie chart, highlighting the proportional
difference between the two segments.

The next section details the machine learning
techniques applied to this dataset.

4.2 Machine Learning Techniques

Since one of the research questions in this study is to
predict whether a customer purchases a product, we
used machine learning models to conduct this binary
classification prediction. To this end, given the prob-
lem is a supervised learning problem, four classical
methods, and a deep neural network model are cho-
sen to solve this binary classification problem.
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Table 1: The 25 features in the dataset generated by
MAEVE.

Feature Name
session id

logged
gender

age
home page access
product accessed

is product favorite
product view time

home page rum frustration count
product page rum count

item in cart
wallet page access

has payment method registered
wallet page rum frustration count

sign up page access
payment page rum frustration count

product rating
product price

tenure
num sessions last month

total spent last month
avg time on product pages seconds

session duration minutes
product page scroll depth

purchased

Support Vector Classifier (SVC). The Support
Vector Machine (SVM) Classifier, or SVC, was incor-
porated due to its ability to identify the optimal hyper-
plane within a transformed feature space, thereby seg-
regating classes by the widest margin possible (Cortes
and Vapnik, 1995). SVM’s utility in managing im-
balanced datasets is underscored through its focus on
maximizing margins while being minimally affected
by the presence of majority classes. The implemen-
tation of SVC here involves both linear and Radial
Basis Function (RBF) kernels.

KNeighbors (KNN). This non-parametric and
lazy learning algorithm, classifies objects by aggre-
gating the majority votes from their k closest neigh-
bors within the feature space (Cover and Hart, 1967).
To identify the optimal neighborhood size, the per-
formance of the KNN algorithm was assessed using
various k values (1, 3, 5, 7, and 9).

Gaussian Naive Bayes. Naive Bayes classifiers
encompass a suite of algorithms for classification
grounded in Bayes’ Theorem. For continuous data,
the Gaussian Naive Bayes approach posits that the
feature values associated with each class follow a
Gaussian distribution (Kamel et al., 2019).

Logistic Regression. This provides an approach

for analyzing qualitative dependent variables that are
categorical instead of continuous. It addresses the
constraints of least squares regression in scenarios
with binary or categorical outcomes by calculating
the likelihood of particular events (De Menezes et al.,
2017).

Deep Neural Network. Deep learning falls under
machine learning techniques that utilize artificial neu-
ral networks to learn representations. A Fully Con-
nected Feedforward Neural Network (FCNN) is uti-
lized for binary classification tasks and is specially
designed for such purposes. This network type is of-
ten known as a Dense Neural Network or, more gener-
ally, a Deep Neural Network (DNN) when it features
multiple hidden layers.

4.3 Procedures

4.3.1 Data Labeling

To implement binary classification, the dataset needs
to be labeled. For this reason, a criterion is defined to
label the data which the mathematical formulation of
the revised labeling criterion can be expressed as:

Label =

{
1, if (E ∨Q)∧ (H ∨P)
0, otherwise

where:

E = (V > 50)∨ (S > 90)
Q = (D > 45)∨ (F < 5)
H = (T > 100)∨ (N > 20)
P = (R > 5)∨ (C < 600)

Here, E, Q, H, and P represent conditions related
to engagement, session quality, historical behavior,
and product factors, respectively. The logical oper-
ators ∨ and ∧ denote the logical OR and logical AND
operations, respectively.

4.3.2 Data Preprocessing

Data Preprocessing encompasses loading the dataset,
inspecting its structure, and splitting it into training
(%70), validation (%20), and test sets (%10). Subse-
quently, categorical variables are encoded, while nu-
merical features are standardized. This ensures uni-
form scaling across features. Finally, the dataset is
prepared for model training, ensuring integrity and
optimal utilization for subsequent optimization steps.

4.3.3 Model Creation and Fine-Tuning

In this phase, a neural network model with vary-
ing hyperparameters and other traditional machine
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Table 2: Model Evaluation Metrics and Correct/Incorrect Classified Instances for Machine Learning Methods used.

Model Recall F1-score Precision Accuracy Correctly/Incorrectly Classified Instances (%)

KNN 1 0.70 0.70 0.70 0.70 69.50 30.50
KNN 3 0.73 0.73 0.73 0.73 73.43 26.57
KNN 5 0.76 0.75 0.75 0.75 75.50 25.50
KNN 7 0.76 0.75 0.76 0.76 76.13 23.87
KNN 9 0.77 0.75 0.76 0.76 76.53 23.47
GaussianNB 0.82 0.82 0.85 0.82 82.00 18.00
SVC RBF 0.85 0.85 0.85 0.85 85.33 14.67
SVC Linear 0.82 0.82 0.82 0.82 81.57 14.43
LR 0.80 0.80 0.80 0.80 80.20 19.80
DNN 0.88 0.88 0.88 0.88 87.78 12.22

learning models is dynamically generated. To op-
timize these models, Optuna (Akiba et al., 2019),
an open-source automated hyperparameter optimiza-
tion framework, provides a flexible and efficient
platform. It automates the hyperparameter search
process, leveraging advanced techniques such as
Bayesian optimization to identify the optimal config-
urations.

4.4 Results

Table 2 presents the obtained results. Among
the models analyzed, including KNN with different
neighbors, GaussianNB, SVC with RBF and linear
kernels, Logistic Regression (LR), and Deep Neural
Networks (DNN), the DNN model achieved superior
performance with the highest Recall, F1-score, Preci-
sion, and Accuracy at 0.88. It also exhibited the best
classification performance, with 87.78% of instances
correctly classified and an error rate of 12.22%. This
indicates a significant advantage of deep learning
techniques in handling complex classification tasks,
highlighting their potential in predictive analytics and
pattern recognition within diverse datasets.

5 DISCUSSION

This study addresses the challenge of designing and
implementing an automated solution for generating
high-quality datasets from user interaction logs across
diverse platforms. Such datasets are essential for en-
abling precise, data-driven decision-making in digi-
tal marketing. The MAEVE dataset generator frame-
work was developed as a flexible and scalable soft-
ware tool, designed to transform raw, unstructured
log data into structured datasets that accurately reflect
real-world complexities. By capturing granular de-
tails of user interactions and behavior, MAEVE facil-
itates the extraction of actionable insights, enhancing

the effectiveness of digital marketing strategies.
The framework presents several notable strengths.

Firstly, fidelity, ensuring that the datasets generated
preserve the integrity of the original data, maintain-
ing the nuances and complexities necessary for ro-
bust analysis. Second, feature richness is achieved
through the inclusion of a wide range of interaction
features, thereby enhancing the efficacy of machine
learning models in predicting outcomes. Third, cus-
tomizability, allows users to adapt dataset generation
processes to specific investigative needs or marketing
contexts. Finally, scalability, ensures the framework’s
seamless integration with various machine learning
methodologies, enabling efficient processing of large-
scale datasets.

The experimental evaluation confirmed that the
datasets produced by MAEVE are well-suited for
training machine learning models, yielding high ac-
curacy in predicting customer behavior. This under-
scores MAEVE’s utility as an effective tool for data-
driven research and digital marketing analytics. Its
core attributes—fidelity, feature richness, customiz-
ability, and scalability—position the framework as an
effective solution for generating realistic and machine
learning-ready datasets applicable across diverse dig-
ital marketing environments.

6 CONCLUSION

Given the differences in capturing user interaction
logs from different applications, platform-agnostic
dataset generation is difficult to achieve. Moreover,
given the platform differences, those data might look
distinct and might not be normalized. In this scenario,
predicting customer behavior based on graphical in-
terface interactivity is costly for any new digital mar-
keting endeavor. This study proposed a framework,
MAEVE, that uses an abstraction for enterprise mon-
itoring applications and created ETL modules for logs
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ingestion and normalization to, finally, generate dig-
ital marketing-directed datasets. Our framework en-
ables (a) generate digital marketing-directed datasets
based on user interactivity with graphical interfaces;
and (b) to be platform agnostic, meaning that the same
framework can be used to generate datasets for mo-
bile, web, embedded applications, etc. Our solution
contributes to the literature on predicting customer
behavior while providing a technical approach that
enables marketing experts and data scientists to have
a quick start on their endeavors.
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Abstract: Social media is a valuable source of data for applications in a multitude of fields: agriculture, banking, 

business intelligence, communication, disaster management, education, government, health, hospitality and 

tourism, journalism, management, marketing, etc.  There are two main ways to collect social media data: web 

scraping (requires more complex custom programs, faces legal and ethical concerns) and API-scraping using 

services provided by the social media platform itself (clear protocols, clean data, follows platform established 

rules).  However, API-based access to social media platforms has significantly changed in the last few years, 

with the mainstream platforms placing more restrictions and pricing researchers out.  At the same time, new, 

federated social media platforms have emerged, many of which have a growing user base and could be 

valuable data sources for research. In this paper, we describe an experimental framework to API-scrape data 

from the federated Mastodon platform (specifically its flagship node, Mastodon.social), and the results of 

volume, sentiment, emotion, and topic analysis on two datasets we collected – as a proof of concept for the 

usefulness of sourcing data from the Mastodon platform. 

1 INTRODUCTION 

Social media and online social networks (OSNs) have 

been a primary means to spread and consume 

information for a while now, due to the low cost and 

high pervasiveness.  Despite their negative aspects, 

such as the echo chamber effect, and their potential 

for the spread of misinformation and disinformation, 

the discourse on social media also has positive 

dimensions, as is reflective of real-world events and 

trends.  This allows for the positive use of social 

media data in a multitude of application fields: 

agriculture, banking, business intelligence, 

communication, disaster management, disruptive 

technology, education, ethics, government, health, 

hospitality and tourism, journalism, management, 

marketing, understanding terrorism (Zachlod, 2022).   

Different analysis methods are being used, including 

sentiment analysis, topic discovery, word frequency 

analysis and content analysis (Zachlod, 2022); also, 

analysis methods are still being researched and 

developed that are capable of effectively handling 

massive amounts of social media data (Zachlod, 

 

a  https://orcid.org/0000-0002-9296-3036 

2022) with acceptable accuracy. Commercial tools 

for social media analysis are also available. 

Despite the variety of application fields and 

analytic methods, the deployment of social media 

analysis frameworks follows similar “steps necessary 

to gain useful information or even knowledge out of 

social media”; these steps are discovery, tracking (or 

collection), preparation, and analysis (Stieglitz, 

2018), (Zachlod, 2022).   In the tracking step, data is 

collected from one (or more) social media 

platform(s), using the provided communication 

method (API, RSS, HTML scraping.)  In a recent 

literature review, Zachlod reported that from 94 

articles they reviewed, the social media platforms 

investigated in these research works were: Twitter (55 

studies), Facebook (25 studies), Instagram (13 

studies), YouTube (8 studies), TripAdvisor (8 

studies), LinkedIn (4 studies), other - Foursquare, 

Google +, TikTok, WeChat, Sina Weibo (21 times) 

(Zachlod, 2022).  Of all social media sites, Twitter 

used to be the most popular.  Twitter was once the 

dominant social media platform among all others. 

This was due to its less stringent privacy controls 

compared to platforms like Facebook (as Twitter is a 
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microblogging site designed for widespread 

dissemination of opinions, rather than communicating 

within a small group of friends), and in no small 

measure to its free API access for researchers. 

However, in recent years, there has been a shift towards 

a monetized model. Now, researchers must pay $100 

for a subscription that permits sampling of only 10,000 

messages per month. Given the uncertain future of 

Twitter's accessibility for academic research, an 

investigation of alternative social media sources and 

their potential for research is worth investigating.  In 

this work, we are considering one of the new social 

media platforms, the federated Mastodon platform, and 

specifically its flagship node, Mastodon.social.  We 

explored its API technology, scraped two datasets 

focused on two different topics for a short window of 

time, analyzed the daily volume, sentiment valence, 

and emotional content of the two datasets – as a proof 

of concept for the usefulness of sourcing data from the 

Mastodon platform. 

2 RELATED WORK: 

MASTODON.SOCIAL 

Mastodon is a social media service that has become 

popular as an alternative to X (formerly Twitter) since 

its inception in 2016.  Users engage with the platform 

by posting short-form content and engaging in 

conversations in comment feeds.  Communities 

consist of self-hosted servers, often owned and 

operated by users of the platform, which integrate 

fully with all other Mastodon servers in the network.  

Each of these "instances" maintains its own 

community standards, policies, and content 

moderation.  Users are free to join whichever instance 

they choose, but their account retains the ability to 

browse all public content on the platform.  This 

federated model of content hosting has contributed to 

the development of a diverse range of communities. 

The acquisition of Twitter by Elon Musk has 

contributed to a significant increase in the size of 

Mastodon's user base, growing by as many as 700,000 

accounts between October and December in 2022.  Its 

active user base currently sits around 1 million active 

users, with historic highs around 2.5 million.  

Accounting for a constant influx of new publications, 

a high volume of decentralized instances, and the 

distinction between public and private content, it is 

difficult to estimate the total volume of unique 

content on Mastodon. 

“Mastodon.social is one of the many independent 

Mastodon servers you can use to participate in the 

fediverse” (Mastodon.social, 2024).  Mastodon.social 

is considered the flagship instance and sits currently 

(July 13, 2024) at 226K active users. 

The figure below shows the evolution of numbers 

of Mastodon servers, users, and active; these statistics 

are available online at (Khun, 2024).  The most recent 

statistics from (Mastodon statistics, 2024) show the 

numbers of servers at 9168, users at 8,741,802, and 

active users at 854,905, on July 13, 2024. 

 

 

Figure 1: Number of Mastodon servers, users, and active 

users. Images captured from interactive graphics at 

https://mastodon-analytics.com/ (Khun, 2024). 

The Guardian article (Nicholas, 2023) provides a 

comprehensive timeline of how the Mastodon user 

base evolved in relation to key events involving 

Twitter. Nevertheless, the challenging process of 

migrating communities has so far prevented 
Mastodon from gaining momentum and achieving 

widespread adoption as a mainstream social media 

platform. However, even with a significantly smaller 

user base, with more niche communities compared 

with the broader audience of Twitter, it is still worth 

investigating Mastodon as an alternative source of 

data for social media analysis; that is, given its 
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considerable advantages, such as higher message 

character limit, federated architecture, chronological 

message feed (Lamaj, 2023), and free API access. 
An alternative approach to overcome the API 

limitations newly imposed by social media platforms 

is to instead collect data by web scraping. However, 

this approach requires special web tools and add-ons 

such as BeautifulSoup and Selenium, and the data 

collection must carefully address legal and ethical 

concerns (Harrell, 2024). 

Social media analysis comprises a large variety of 

analysis methods, but data is usually sourced from 

mainstream social media platforms (Zachlod, 2022).  

Until now, little work has been done on tracking and 

analyzying data from alternative social media 

platforms, such as Mastodon.  In (David, 2023), the 

rtoot package is presented, that can be used to collect 

statuses (a.k.a. toots) from Mastodon and perform 

some analytics (such as comparing the length of toots 

from iOS and Web.)  In this work, we perform a more 

thorough examination and investigate if there is value 

in conducting an analysis of data sourced from 

Mastodon.social: can tasks such as sentiment, 

emotion, and topic analysis reveal meaningful trends 

that are reflective of real-world events? 

3 METHODOLOGY  

In Figure 2, we show the steps we took to collect 

Mastodon data and analyze it.  The steps are framed 

in the social media analysis framework presented in 

(Stieglitz, 2018) (Zachlod, 2022). Our methodological 

approach follows the steps in (Zachlod, 2022) and 

(Stieglitz, 2018), therefore, by adequately adjusting 

the tracking/collection step, the analytical process can 

be adapted to function with an alternative social 

media source. We explain each step in detail in the 

following sections. 

3.1 Mastodon API 

Mastodon provides access to its data via REST API.  

We used the Mastodon.py Python wrapper for the 

Mastodon API to interact with the Mastodon social 

network.  The session.timeline() function was used to 

collect all messages (called statuses) marked public 

and whose content string contained one of a set of 

keywords; Similarly, the session.timeline_hashtag() 

function was  used to  collect those  statuses  marked 

public and matching one of a set of hashtags. While 

the account holding the access token for this data 

collection was hosted on the Mastodon.social 

instance, we could still access public data originating 

 

Figure 2: Experimental framework for Mastodon.social 

data collection and analysis. 

from any instance on the federated network. All 

unique statuses found matching any of the hashtags 

or keywords were collected and stored in a mongoDB 

collection for analysis. We chose to focus on two 

distinct topics: the 2024 US election and competing 

social media platforms.  Each topic was tracked for 7-

14 days, and we collected 20,064 social media related 

statuses, and 6,904 US election related statuses.  

Table 1 shows the keywords and hashtags that we 

used for tracking matching statuses for the two 

selected topics: 

Table 1: Keywords and hashtags used for data tracking on 

Mastodon.social. 

Topic Hashtag list Keyword list 

Social 

Media 

BlueSky, JackDorsey, Facebook, 

MarkZuckerberg, Meta, 

Threads, Twitter, ElonMusk, 

Musk, TwitterMigration, 

TwitterExodus, X, Xodus, Truth, 

TruthSocial 

Jack Dorsey, Mark 

Zuckerberg, Zukerberg, 

Elon, Musk, Elon Musk, 

BlueSky, Facebook, 

Meta, Threads, Twitter, 

X, Truth Social 

US 

Election 

POTUS, President, Biden, 

Democrats, Election2024, 

Trump, Republicans, 

USelection, Vote, VoteBlue, 

VoteBlue2024, Voting 

 

3.2 Analytical Methods 

We conducted several types of analysis: sentiment 

class and valence prediction, emotion analysis, and 

topic discovery. 
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Sentiment classification is a type of analysis 

where each message is predicted to belong to one of 

several predefined classes (positive, neutral, 

negative), based on its content.  Similarly, sentiment 

valence prediction associates to each message a 

numerical score from a range (such as [-1,1]), where 

the lower the score, the more negative the message is, 

and the higher the score, the more positive the 

message is; scores around 0 indicated a neutral or 

mixed emotional state in the text. Both types of tasks 

can be approached with a variety of methods (such as 

VADER (Hutto, 2014), linear regression etc.); more 

recently, methods based on LLMs have been used for 

this purpose.  We utilized for both tasks a pretrained 

BERT model with three sentiment classes (negative, 

positive, and neutral) (Devlin, 2019) (Rathi 2020) that 

we tuned on a dataset from the SemEval2018-Task1 

(Mohammad, 2018).  Specifically, we used the tweet 

set combined from the 2018-Valence-oc-En-train.txt 

and 2018-Valence-oc-En-dev.txt files, where 

messages with “Intensity Class” equal to -3, -2, or -1 

were assigned to the “negative” class, messages with 

“Intensity Class” equal to 1, 2, or 3 were assigned to 

the “positive” class, and the “neutral” class consisted 

of all messages with “Intensity Class” equal to 0. 

The tuned BERT model was then used to predict 

sentiment class labels and valences for the statuses in 

our US election and social media Mastodon datasets. 

Emotion prediction is tasked with determining 

which emotions from a given set are present in a 

message. We followed the approach from SpanEmo 

(Alhuzali, 2021) (Alhuzali, 2021a) and trained a 

SpanEmo model on the data from 2018-E-c-En-

train.txt and with validation data the 2018-E-c-En-

dev.txt (Mohammad, 2018). The SpanEmo model 

obtained was used to predict the expression of anger, 

anticipation, disgust, fear, joy, love, optimism, 

hopeless [sic], sadness, surprise, and trust emotions in 

US election and social media Mastodon datasets. 

Topic analysis attempts to identify topics or 

themes in a collection of texts. We used non-negative 

matrix factorization for identifying topics in our two 

data collections (Greene, 2017). 

All of these analytical methods have been tested 

for accuracy with good results in other works (such as 

(Alhuzali, 2021)), and we will not include metrics to 

reflect their validity in this paper. 

4 EXPERIMENTAL RESULTS 

Figures 3 and 4 show the sentiment classes and the 

emotion classes respectively, over time, for the 

periods during which we collected the respective 

datasets.  What is shown is the daily number of unique 

statuses as reflected in each sentiment class or each 

emotion category.  The sentiment classes are disjoint, 

i.e. each message belongs exclusively to one 

sentiment class.  The emotion classes overlap, i.e. 

each status may display several emotions. 

As seen in Figures 3 and 4, there are several peaks 

and valleys in the sentiment and emotion graphs for 

the two datasets. For example, anger and disgust 

emotions peaked in the Social Media dataset on 

March 5, 2024.  That is reflected in the following 

messages shown in Table 2, which indicate users’ 

reactions to an ongoing service outage at Meta that 

impacted Facebook, Instagram, and Threads, among 

various other microservices. 

 

 

Figure 3: Sentiment classes, daily counts. 
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Figure 4: Emotion classes, daily counts. 

Table 2: Messages during 2024-03-05 peak. 

Date Message Content 
Sentiment 
(predicted) 

Emotions 
(predicted) 

24-03-05 

T15:30:56 

“Bloody timing of 

#Facebook going down just 

after I'd replied to someone 

in a private message that I've 

not spoken to for ages 

instantly making me think I'd 

fallen victim to some * 

hack.” 

Negative 
Anger, 

disgust 

24-03-05 

T15:33:03 

“MAJOR outage at Meta at 

the moment. Got booted out 

of my Facebook account, 

can't login. Instagram seems 

to be similarly affected. 

#Facebook #Instagram 

#Meta #Outage” 

Negative 

Anger, 

disgust, 

sadness 

24-03-05 

T15:45:25 
“Did Elon buy Facebook?” Neutral (null) 

We also looked at how sentiment and emotion 

classes overlapped – which, to our knowledge, has 

not been investigated before.  By verifying that each 

sentiment class maps into expected emotion classes 

also proves the validity of the independent methods 

applied for sentiment detection (BERT) and emotion 

detection (SpanEmo.) For example, anger, disgust, 

and fear are reasonably associated with negative 

sentiments; whereas joy, love, and optimism are 

associated with positive sentiments. Tables 3 and 4 

illustrate how the different emotion classes overlap 

with the negative, positive, and neutral (largely 

irrelevant and ignored) classes.  We highlighted the 

significant majority sentiment class for each emotion, 

and we can see that each emotion has highest overlap 

with the expected class between positive and negative 

classes: 

Table 3: Sentiment and emotion classes overlap in the 

Social Media dataset. 

BERT label Negative Neutral Positive 

anger 2348 2045 50 

anticipation 6 133 132 

disgust 2735 2632 72 

fear 116 99 7 

joy 57 2494 2053 

love 2 23 60 

optimism 37 771 784 

hopeless 4 0 0 

sadness 433 134 7 

surprise 10 12 6 

Table 4: Sentiment and emotion classes overlap in the US 

Election dataset. 

BERT label Negative Neutral Positive 

anger 2189 2708 23 

anticipation 2 30 7 

disgust 2236 2736 20 

fear 95 35 0 

joy 11 253 148 

love 0 3 3 

optimism 7 285 124 

hopeless 1 0 0 

sadness 95 46 0 

surprise 3 12 0 

 

Figure 5 shows the daily average sentiment value 

for the observed datasets, in the observed time 

windows.  The values are negative for all days in the 

US Elections dataset, and mostly negative or neutral 

(around 0) for the Social Media dataset.  Again, peaks 

and valleys are noticeable, but not all are significant 

– that is because some of these points represent a very 

small number of messages; for example, the most 

negative point in the Social Media dataset is recorded 
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for March 23rd, when there were only 4 statuses 

collected on the topic, 1 neutral, and 3 negative.  On 

March 5th, when there was a peak of positive and 

negative counts, the overall average valence shown is 

-0.11, since the valences of the statuses in two sets, 

the positive and negative, largely cancel each other 

out.  So, the volume of messages that contribute to the 

average should be taken into consideration when the 

average sentiment valence is interpreted. 

 

 
 

 

Figure 5: Sentiment valence, daily averages. 

Finally, we performed topic analysis using non-

negative matrix factorization (NMF) (Greene, 2017), 

(NMF documentation for scikit-learn, 2024) on a 

subset of 1755 statuses from the Social Media dataset 

for March 5, 2024 (the day with the maximum 

volume of messages in the observed interval), and 

which had the language specified as English 

(although some of these were actually in a different 

language). Figure 6 shows a t-SNE projection 

representing the words similarities obtained during 

topic analysis for this dataset: 

 

Figure 6: Words in Word2Vec model, t-SNE projection. 

The representative terms determined for the NMF 

model; four topics are shown below.  The number of 

topics was selected based on the coherence and 

separation of the topic terms: 

Topic 1: https, com, news, score, id, 

item, ycombinator, url, title, 

discussion 

Topic 2: value, form, labour, marx, 

exchange, like, one, production, 

bailey, commodity 

Topic 3: facebook, instagram, meta, 

outage, com, threads, www, https, 2024, 

users 

Topic 4: bluesky, network, also, nbsp, 

fediverse, people, data, app, website, 

protocol 

Topic 3 reflects the Facebook outage that 

occurred on March 5, 2024. 

5 CONCLUSIONS AND FUTURE 

WORK 

Our experimental results show that there is value in 

analyzing data extracted from new and alternative 

social media platforms such as Mastodon. Analytical 

tasks such as emotion, sentiment, topic analysis can 

still reveal trends and identify reflections of real-

world events.   

In the future, we want to observe and compare various 

social media platforms for data completeness, quality, 

volume.  We want to investigate how data collected 

from Mastodon, Threads, BlueSky, and other 

federated (or soon-to-be federated) platforms 

compares with that from the mainstream social 

networks in terms of discourse, sentiment, topics etc. 

– are they similar or very different? We also plan to 

research the difference in the data value depending on 

the collection method (RSS, API, HTML scraping.) 
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Abstract: The Internet of Things (IoT) involves billions of interconnected devices, making IoT networks vulnerable to 

cyber threats. To enhance security, deep learning (DL) techniques are increasingly used in intrusion detection 

systems (IDS). However, centralized DL-based IDSs raise privacy concerns, prompting interest in Federated 

Learning (FL). This research evaluates FL configurations using dense neural networks (DNN) and 

convolutional neural networks (CNN) with two optimizers, stochastic gradient descent (SGD) and Adam, 

across 20% and 60% feature thresholds. Two cost-sensitive learning techniques were applied: undersampling 

with binary cross-entropy and weighted classes using weighted binary cross-entropy. Using the NF-ToN-IoT-

v2 dataset, 16 FL configurations were analyzed. Results indicate that SGD, combined with CNN and the 

Undersampling technique applied to the top 7 features, outperformed other configurations. 

1 INTRODUCTION 

In the current digital landscape, the volume of data 

generated and stored has surged dramatically, driven 

by the decreasing cost of storage and increasing 

tendency to record every digital interaction. This data 

proliferation is further exacerbated by the growing 

adoption of Internet of Things (IoT) devices, 

including smart home technologies, the expansion of 

smart cities, and advancements associated with 

Industry 4.0. For big data companies, insights derived 

from IoT devices are invaluable, rendering data a 

critical asset that requires robust protection (Atharvan 

et al., 2022). 

Intrusion detection systems (IDS) are essential in 

securing IoT environments. The integration of 

machine learning (ML) into an IDS enhances threat 

detection capabilities, but ML models often encounter 

challenges when dealing with imbalanced data, 

leading to complications in model design and an 

increased risk of overfitting (de Zarzà et al., 2023; 

Thakkar & Lohiya, 2023). Several strategies have 

been investigated to address these challenges: (1) 

cost-sensitive learning, which includes techniques 

such as cost-sensitive resampling (oversampling and 

undersampling (Luengo et al., 2011)) to adjust data 

 

a  https://orcid.org/0009-0002-6623-8276 
b  https://orcid.org/0000-0002-4586-4158 

distribution; (2) cost-sensitive algorithms, where ML 

algorithms are modified to incorporate a cost matrix, 

although this approach is time-consuming (Lomax & 

Vadera, 2013); (3) cost-sensitive ensembles, which 

combine predictions from traditional ML models 

while accounting for misclassification costs 

(Krawczyk et al., 2014; Tao et al., 2019); and (4) cost-

sensitive learning in deep learning (DL), where model 

training involves adjusting weights using standard 

loss functions such as weighted binary cross entropy 

(WBCE) (Ho & Wookey, 2020), specifically 

developed to address the challenges posed by 

imbalanced data (Dina et al., 2023; Kerkhof et al., 

2022). 

However, early IDS systems were hindered by 

their lack of adaptability and slow response times to 

emerging threats, leaving them exposed for prolonged 

periods (Murphy, 2018). To address these limitations, 

more advanced IDS systems have begun to employ 

basic ML models to autonomously learn and identify 

new threats. Although the incorporation of ML has 

improved the accuracy of attack detection, most ML-

based IDS systems remain centralized. This 

centralization involves a single organization 

collecting and processing data from multiple devices 

to train its ML models, raising significant privacy 
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concerns. This is particularly relevant in IoT 

environments such as smart wearables and healthcare 

devices, where sensitive and large volumes of data are 

at stake. Consequently, there is a growing demand for 

decentralized approaches to data management 

(McMahan et al., 2017). 

To address the privacy concerns inherent in 

centralized ML approaches, federated learning (FL) 

(McMahan et al., 2017) was introduced in 2016. FL 

allows multiple devices, often referred to as clients or 

parties, to collaboratively train a model without 

sharing their data directly. Instead, these devices send 

model updates to a central entity known as an 

aggregator or coordinator, where the updates are 

combined to refine a global model. This approach is 

designed to enhance privacy by ensuring that the data 

remains local to the devices, thereby reducing the risk 

of exposure. FL achieves this by transmitting only the 

gradients instead of the raw data itself. The local 

training occurs on each device using its own dataset, 

and only the computed model parameters are sent to 

the central server. As a result, sensitive information 

never leaves the device, significantly reducing the 

risk of interception or unauthorized access during 

transmission.  

Recent efforts have focused on developing FL-

based IDS for IoT environments (Hei et al., 2020; 

Nguyen et al., 2019; Thu Huong et al., 2020). Despite 

this progress, many proposed approaches do not 

adequately address the challenges of imbalanced data, 

leading to models that are prone to overfitting. 

Additionally, these methods often fail to evaluate the 

effectiveness of different FL optimizers and DL base 

learners, or consider the impact of varying feature 

sets. Furthermore, the review (Agrawal et al., 2021) 

highlighted the challenges of implementing FL in IoT 

settings, but failed to provide concrete 

recommendations for enhancing IDS with FL or 

critically assessing the proposed solutions. This gap 

in detailed analysis poses challenges for 

cybersecurity experts in identifying the key issues 

associated with integrating FL into an IDS for IoT. 

To address the existing research gap, this study 

investigates 16 FL configurations for IDS in IoT 

contexts, specifically employing deep learning (DL) 

through dense neural networks (DNN) and 

convolutional neural networks (CNN). These 

configurations (16 = 2 optimizers for the FL server × 

2 DL architectures × 2 cost-sensitive configurations × 

2 feature thresholds) explore the impact of different 

cost-sensitive learning approaches (resampling based 

on undersampling and weighted classes based on 

WBCE) along with the selection of FL optimizers and 

the number of features. The study utilized the NF-

ToN-IoT-v2 dataset to evaluate the effectiveness of 

FL with various cost-sensitive setups, feature 

numbers, and FL optimizers. We conduct 16 

experiments: eight with the dataset's original 

distribution using WBCE, and eight with 

undersampled data to balance attack and non-attack 

instances among participants using binary cross 

entropy (BCE). The study assesses the results using 

two FL optimizers: stochastic gradient descent (SGD) 

(Amari, 1993) and Adam (Zhang, 2019), with two 

feature thresholds (20% and 60%). The performance 

of the FL models was evaluated in binary 

classification tasks over 100 optimization rounds 

using four performance criteria: accuracy, AUC, 

precision, and recall. The Scott–Knott (SK) statistical 

test (Scott & Knott, 1974) and the Borda count (BC) 

voting system (Saari, 2001) were employed to 

compare and rank the models. 

This study addresses the following research 

questions (RQs): 

▪ (RQ1). What is the optimal choice between 

SGD and Adam optimizers in the context of FL 

for attack detection? 

▪ (RQ2). What is the best FL configuration for 

detecting attacks across various settings? 

The key contributions of this study are as follows: 

1. Determining the best optimizer for FL in the 

context of intrusion detection using the NF-

ToN-IoT-v2 dataset. 

2. Identifying optimal FL setup for different 

configurations. 

3. Developing a generalized FL model for IDS 

applicable to various IoT datasets. 

The remainder of this paper is organized as 

follows. Section 2 provides a review of related 

literature. Section 3 presents the data used in this 

study. Section 4 outlines the research methodology. 

Section 5 presents the results and discussion of the 

experiments. Finally, Section 6 presents the 

conclusions and suggests directions for future 

research. 

2 RELATED WORK 

Several significant studies have explored anomaly 

detection across various domains, with a particular 

emphasis on IoT, utilizing different FL 

methodologies. This section provides an overview of 

key research efforts that have employed FL for 

intrusion detection within IoT environments. 

Friha et al. (Friha et al., 2022) proposed an FL-

based IDS (FELIDS) aimed at securing agricultural 

IoT infrastructure by ensuring data privacy through 
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localized learning. To defend against attacks on 

Agricultural IoT systems, FELIDS leverages three 

DL classifiers: DNN, CNN, and recurrent neural 

networks (RNN). The effectiveness of the system was 

evaluated using three datasets: CSE-CIC-IDS2018, 

MQTTset, and InSDN. The findings indicate that 

FELIDS outperforms traditional centralized machine 

learning (non-FL) methods by offering enhanced data 

privacy for IoT devices and achieving an accuracy of 

99.71% with the CNN classifier on the InSDN 

dataset, 89.56% with the RNN classifier on the 

MQTTset dataset, and 94.15% with the RNN 

classifier on the CSE-CIC-IDS2018 dataset. 

Mothukuri et al. (Mothukuri et al., 2022) proposed a 

novel approach that leverages FL to train gated 

recurrent units (GRUs) models while ensuring that 

data remains on local IoT devices. Only the learned 

weights of the model are shared with the central 

server of the FL. In addition, the method incorporates 

an ensemble technique to aggregate updates from 

multiple sources, thereby improving the accuracy of 

the global ML model. The results demonstrated that 

this approach not only outperforms traditional 

centralized ML methods in safeguarding data privacy 

but also achieves an overall average accuracy of 

90.255% in attack detection. Idrissi et al. (Idrissi et 

al., 2023) introduced Fed-ANIDS, a Network IDS 

that combines ML-based anomaly detection (AD) 

with FL to address privacy concerns inherent in 

centralized models. The system detects intrusions by 

calculating an intrusion score based on the 

reconstruction error of normal traffic using various 

AD models, including simple autoencoders, 

variational autoencoders, and adversarial 

autoencoders. The method was evaluated using three 

datasets: USTC-TFC2016, CIC-IDS2017, and CSE-

CIC-IDS2018. The results indicated that 

autoencoder-based models outperformed other 

generative adversarial network-based models, and 

that the FedProx aggregation framework was more 

effective than FedAVG. The proposed method 

achieved peak accuracies of 99.95%, 93.54%, and 

94.48% for the USTC-TFC2016, CIC-IDS2017, and 

CSE-CIC-IDS2018 datasets, respectively. 

3 EXPERIMENTAL DESIGN 

This section describes the datasets, performance 

metrics, and methodology employed in the empirical 

evaluations conducted in this study. 

 

 

3.1 Dataset Description 

In this study, 43 NetFlow features conforming to 

version 9 standard were extracted and labeled from 

the ToN-IoT (Alsaedi et al., 2020) dataset using the 

nProbe tool by Ntop. The resulting dataset, 

designated as NF-ToN-IoT-V2 (Sarhan et al., 2021), 

comprises 16,940,469 instances labeled as either 

attack or no-attack, reflecting a significant class 

imbalance, with 36% labeled as no-attack and 64% as 

attack. This data was chosen because it consists of 

real IoT traffic with simulated attacks. Furthermore, 

the “Pcap” files are labeled and available as open 

source, providing a foundation for developing a 

generalized model applicable to all NetFlow V9 data 

types. 

3.2 Performance Measures 

To evaluate the effectiveness of the proposed binary 

classification models, we employed accuracy, recall, 

precision, and area under the receiver operating 

characteristic curve (AUC) as evaluation metrics 

(Naidu et al., 2023). These metrics were selected 

owing to their widespread use and acceptance in the 

field. 

3.3 Statistical Test and Borda Count  

▪ Scott Knott (SK) is a clustering algorithm 

commonly used to compare multiple groups in 

analysis of variance studies. It addresses the 

issue of overlapping groups by starting with all 

observed mean effects grouped together and 

iteratively dividing these groups into smaller 

subgroups, ensuring that no two subgroups 

share any common members (Scott & Knott, 

1974). 

▪ Borda Count (BC) is a voting method in 

which voters rank candidates according to their 

preferences. Each candidate receives points 

based on their rank, with the lower ranks 

earning fewer points. The points are then 

aggregated, and the candidate with the highest 

total is declared as the winner. In this study, the 

Borda count method was used to identify the 

top-performing model, treating all performance 

measures equally (Saari, 2001). 

3.4 Methodology 

Figure 1 illustrates the methodology employed to 

assess and compare the effects of different FL 

optimizers, DL architectures, cost-sensitive learning 
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setups, and feature thresholds on the detection 

capabilities of FL-based IDS. We evaluated the 

performance of two FL optimizers, SGD and Adam, 

with two different feature thresholds (20% and 60%) 

and two cost-sensitive learning setups 

(undersampling and WBCE) over 100 rounds using 

SK and BC voting systems. The experimental 

procedure included the following steps: 

 

Figure 1: Experimental process. 

▪ Step 1. Prepare the raw data by removing 

missing values, duplicate rows, and 

unnecessary attributes. This process includes 

reclassifying categorical features and 

standardizing numerical features. 

▪ Step 2. involves the application of two FS 

techniques: mRMR for categorical features and 

ANOVA for numerical features. These 

methods were selected based on a comparative 

analysis of FS and ML techniques on IDS 

datasets (Amiri et al., 2011; Shakeela et al., 

2021; Tao et al., 2019; Zouhri et al., 2023). 

Additionally, two feature thresholds (20% and 

100%) were implemented, as recommended in 

previous studies (Dhaliwal et al., 2018; 

Kurniabudi et al., 2020; Nakashima et al., 

2018). This process resulted in the creation of 

two dataset variations. 

▪ Step 3. Set up a simulated IoT network by 

creating virtual instances using TFF based on 

the DNN and CNN architectures. We utilized 

10 devices, each referred to as Devicei, and 

configured two optimizers for the central 

FedAVG server instance. This instance 

facilitates the exchange of DL model 

parameters between the mobile IoT devices and 

the central FL server. Cost-sensitive learning 

was implemented using two approaches: one 

using raw data with WBCE, respecting the 

original dataset distribution, and the other 

using undersampling to balance the dataset 

with equal numbers of attacks and BCE. Each 

local dataset i was assigned to the 

corresponding virtual Devicei. 

▪ Step 4. Construct and evaluate the performance 

of the 16 FL configurations (16 = 2 optimizers 

for the FL server × 2 DL architectures × 2 cost-

sensitive configurations × 2 feature thresholds) 

in terms of accuracy, recall, precision, and 

AUC over 100 rounds. Additionally, the SK 

test and BC system were used to rank the FL 

configurations for each cost-sensitive learning 

setup, feature threshold, and FL optimizer. 

▪ Step 5. Compare the performances of Adam 

and SGD optimizers for each cost-sensitive 

learning setup and feature threshold using the 

NF-ToN-IoT-v2 dataset. Ultimately, identify 

the optimal FL configuration for cyber-

detection within the NetFlow IoT dataset 

framework. 

3.5 Abbreviation 

To enhance readability and simplify model names, 

this study adopts the following specific naming 

conventions: 

DLArchitecture_Optimizer_CostSensitiveSetup_Feat

ureThreshold 

The abbreviations for DL architectures are DN for 

DNN and CN for CNN. The FL optimizers are 

abbreviated as S for SGD and A for Adam. The cost-

sensitive setups are abbreviated as U for 

undersampling and W for weighted classes. For 

instance, DNSW20 represents a configuration 

utilizing the DNN architecture with the SGD 

optimizer, WBCE with weighted classes, and 20% of 

the features. 

4 RESULTS AND DISCUSSION 

This section analyzes the outcomes of using the FL 

technique with the DNN and CNN architectures. The 

evaluation includes two optimizers (Adam and SGD), 

two feature thresholds (20% and 60%), and two cost-

sensitive setups (undersampling and WBCE) over 

100 rounds on the NF-ToN-IoT-v2 dataset for binary 

classification. The results of the empirical study are 

discussed in relation to the RQs introduced in section 

1. 
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4.1 Optimal Choice Between SGD and 
Adam Optimizers in FL for Attack 
Detection (RQ1) 

 

Figure 2: Accuracy progression across rounds for 10 

devices using SGD with 20% of features: (a) DNN with 

weighted classes and (b) DNN with undersampling. 

This subsection investigates the impact of SGD and 

Adam optimizers on the performance of FL 

configurations, with an emphasis on identifying the 

optimizer that enhances the accuracy of an FL-based 

IDS in IoT contexts. We analyze the average model 

accuracy across different feature thresholds for each 

cost-sensitive learning setup using DNN and CNN 

architectures, utilizing the SGD and Adam optimizers 

over 100 rounds to determine the optimal FL 

optimizer. For instance, when evaluating the accuracy 

of cost-sensitive setups (undersampling and weighted 

classes) with SGD and Adam using DNN and 20% of 

features across 10 devices: (1) Figures 2.a and 2.b 

display the accuracy values of DNN using the SGD 

optimizer with weighted classes and undersampling, 

respectively, allowing us to assess the models' 

accuracy for each device over 100 rounds; and (2) we 

calculate the average accuracy values for the 10 

devices for different FL configurations in each round, 

as illustrated in Figure 3. For example, as shown in 

Figure 3. a, the average accuracy of the FL 

architecture across 10 devices, deploying a DNN with 

weighted classes and utilizing 20% of features with 

SGD as the FL optimizer, is referred to as DNSW20, 

whereas the average accuracy of the FL architecture 

across 10 devices, deploying a DNN with 

undersampling and using 20% of features with SGD 

as the FL optimizer, is indicated as DNSU20. 

Figure 3.a shows the average accuracy values 

obtained using the DNN with 20% of the features. We 

observe the following: 

 

Figure 3: Average accuracy of FL based on DNN 

architecture using: (a) 20% of features and (b) 60% of 

features. 

▪ For DNSU20, variability is present in the first 

5 rounds, followed by stabilization, achieving a 

high accuracy of approximately 95%. 

▪ For DNSW20, variability is present in the first 

3 rounds, followed by stabilization, resulting in 

a high accuracy of approximately 94%. 

▪ For DNAW20, an increase is observed in the 

first 3 rounds, followed by stabilization with 

very slight variations, leading to a consistent 

accuracy of approximately 91%. 

▪ For DNAU20, an increase is observed in the 

first 5 rounds, followed by stabilization with 

very slight variations, resulting in a consistent 

accuracy of approximately 89%. 

Figure 3.b shows the average accuracy values 

obtained using the DNN with 60% of the features. We 

observe the following: 
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▪ For DNSW60, stability is maintained 

throughout all rounds, achieving a high 

accuracy of approximately 98%. 

▪ For DNSU60, stability is maintained in all 

rounds except for a slight variation in the 

second round, leading to a high accuracy of 

approximately 98%. 

▪ For DNAW60, an increase is observed in the 

first 6 rounds, followed by stabilization, 

resulting in a consistent accuracy of 

approximately 91%. 

▪ For DNAU60, the highest variation is observed 

across all rounds, with an initial increase in the 

first 5 rounds, some stability between rounds 5 

and 15, followed by a decrease at round 36, and 

high variation at round 80, resulting in a 

maximum accuracy of 87%. 

When using DNN as the base learner, the SGD 

optimizer proved to be the most effective FL 

optimizer, securing the top two positions for both the 

20% and 60% feature thresholds. Specifically, 

DNSU20 for 20% of features and DNSW60 for 60% 

of features achieved the highest accuracies of 95% 

and 98%, respectively. In contrast, the Adam 

optimizer ranked lowest, with DNAU20 for 20% of 

features and DNAU60 for 60% of features, recording 

the lowest accuracies of 89% and 87%, respectively. 

Figure 4.a illustrates the average accuracy values 

obtained using CNN with 20% of features. We 

observe the following: 

▪ For CNSU20, a slight increase is observed 

during the first 5 rounds, followed by 

stabilization over the next 10 rounds. 

Variability occurs in the subsequent 3 rounds, 

after which stabilization occurs in the 

remaining rounds, achieving a high accuracy of 

approximately 95%. 

▪ For CNSW20, a slight increase is observed 

during the first 5 rounds, followed by 

stabilization, ultimately leading to a high 

accuracy of approximately 94%. 

▪ For CNAW20, a significant increase is 

observed during the first 3 rounds, followed by 

stabilization, resulting in a high accuracy of 

approximately 91%. 

▪ For CNAU20, stabilization is observed 

throughout all rounds, resulting in a consistent 

accuracy of approximately 50%. 

Figure 4.b shows the average accuracy values 

obtained using the CNN with 60% of the features. We 

observe the following: 

▪ For CNSW60, a slight increase is observed 

during the first 5 rounds, followed by 

stabilization, ultimately achieving a high 

accuracy of approximately 98%. 

▪ For CNSU60, a significant increase is observed 

during the first 5 rounds, followed by 

stabilization, ultimately resulting in a high 

accuracy of approximately 98%. 

▪ For CNAW60, a significant increase is 

observed during the first 10 rounds, followed 

by stabilization over the next 10 rounds. 

Significant variability is present in the 

remaining rounds, with accuracies ranging 

between 70% and 92%. 

▪ For CNAU60, stabilization is observed 

throughout all rounds, resulting in a consistent 

accuracy of approximately 50%. 

 

Figure 4: Average accuracy of FL based on CNN 

architecture using: (a) 20% of features and (b) 60% of 

features. 

When using the CNN as the base learner, the SGD 

optimizer proved to be the most effective FL 

optimizer, securing the top two positions for both the 

20% and 60% feature thresholds. Specifically, 

CNSU20 for 20% of features and CNSW60 for 60% 

of features achieved the highest accuracies of 95% 

and 98%, respectively. Conversely, the Adam 

optimizer ranked lowest, with CNAU20 stabilizing at 

an accuracy of 50% for 20% of the features and 
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CNAU60 showing variability with accuracy ranging 

between 70% and 92% for 60% of the features. 

In summary, SGD outperformed Adam as an FL 

optimizer across DL architectures used as the base 

learners. Additionally, when utilizing SGD, 

employing weighted classes, particularly WBCE, as a 

cost-sensitive learning method yielded better 

performance with 60% of the features, while 

undersampling performed more effectively with 20% 

of the features across different DL architectures. On 

the other hand, when using Adam, the weighted 

classes (WBCE) consistently achieved better 

performance than the undersampling technique. 

4.2 Optimal FL Configuration for 
Attack Detection Across Varied 
Settings (RQ2) 

 

Figure 5: SK test results of FL configurations using (a) 20% 

of features and (b) 60% of features. 

In this section, we compare various FL 

configurations, including FL optimizers, DL base 

learners, and cost-sensitive setups, for each feature 

threshold. The SK test was employed to focus on 

accuracy, grouping models, and identifying the most 

effective SK clusters, as illustrated in Figure 5. 

Additionally, the BC method was used to prioritize 

the models within the top SK clusters based on 

metrics such as accuracy, AUC, recall, and precision, 

as shown in Table 2. The SK test results are displayed 

in a graph, where the x-axis categorizes the FL 

classifier variants by cluster, arranging the best 

clusters from left to right, and the y-axis shows the 

accuracy scores. The central dots on each vertical line 

represent the mean accuracy, with the lines 

illustrating the outcomes of 100 rounds for each FL 

classifier. This analysis involved calculating the 

average accuracy for each round 𝑖  across the 10 

devices, denoted as 𝐴𝑣𝑒𝑟𝑎𝑔𝑒𝑖 , using Equation (1). 

For example, DNSW20 represents the average 

accuracy of the DNN architecture with the SGD 

optimizer, WBCE with weighted classes, and 20% of 

the features across 10 over 100 rounds 

(𝐴𝑣𝑒𝑟𝑎𝑔𝑒1, … , 𝐴𝑣𝑒𝑟𝑎𝑔𝑒100). 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒𝑖 = ∑
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑗
#𝐷𝑒𝑣𝑖𝑐𝑒𝑠

#𝐷𝑒𝑣𝑖𝑐𝑒

𝑗

 
(1) 

From Figure 5.a, we observe the following: 

▪ For the 20% feature threshold, the SK 

distribution results in four distinct clusters. The 

first cluster comprises all models utilizing the 

SGD optimizer, including CNSU20, DNSU20, 

CNSW20, and DNSW20. The second cluster 

consists of CNAW20 and DNAW20. The third 

cluster includes only DNAU20, while the 

fourth cluster contains only CNAU20. 

▪ For the 60% feature threshold, the SK 

distribution forms five distinct clusters. The 

first cluster includes all models using the SGD 

optimizer, specifically DNSW60, CNSU60, 

DNSU60, and CNSW60. The second, third, 

fourth, and fifth clusters contain CNAW60, 

DNAW60, DNAU60, and CNAU60, 

respectively. 

Table 1: BC ranking of the FL variants belong to the best 

SK cluster. 

TS #F Model Accuracy AUC Recall Precision BC 

20% 7 

CNSU20 95.19% 0.9874 92.41% 97.85% 9 

CNSW20 94.89% 0.9872 97.33% 94.81% 8 

DNSU20 95.18% 0.9859 92.61% 97.62% 7 

DNSW20 94.78% 0.9859 97.26% 94.73% 6 

60% 20 

DNSW60 98.34% 0.9984 99.03% 98.38% 11 

DNSU60 98.17% 0.9984 98.52% 97.84% 7 

CNSU60 98.31% 0.9987 98.23% 98.39% 7 

CNSW60 98.07% 0.9943 98.48% 98.49% 5 

TS: Feature threshold  #F: Number of features 

The findings indicate that the optimal FL 

configuration is achieved using the SGD optimizer 

and varies based on the feature threshold. 

Specifically, (1) with 20% of the features, the CNN 

base learner combined with the SGD optimizer 

outperforms the DNN, securing the top two positions 
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according to the BC voting system. Conversely, (2) 

with 60% of the features, the DNN occupies the top 

two positions. Specifically, the best model for the 

20% feature threshold is CNSU20, which achieved 

the highest BC score of 9 with an accuracy of 95.19%, 

an AUC of 0.9874, a recall of 92.41%, and a precision 

of 97.85% using 7 features. For the 60% feature 

threshold, DNSW60 achieved the best BC score of 11 

with an accuracy of 98.34%, an AUC of 0.9984, a 

recall of 99.03%, and a precision of 98.38% using 20 

features. Although CNSU20 and DNSW60 

demonstrated comparable performance across 

various metrics, CNSU20 was selected as the 

preferred model due to its effectiveness with a 

minimal number of features (7 features). 

5 CONCLUSION AND FURTHER 

WORKS 

The research evaluated and compared 16 FL 

configurations for the binary classification of network 

intrusions, employing DNN and CNN as base 

learning models. The study explored the performance 

of two FL optimizers, SGD and Adam, in 

combination with two feature thresholds (20% and 

60%) and two cost-sensitive learning approaches 

(Undersampling with BCE and weighted classes with 

WBCE) using the NF-ToN-IoT-v2 dataset. 

Evaluation metrics included accuracy, AUC, recall, 

and precision, further supported by the SK statistical 

test and the BC ranking system. The results 

demonstrated that SGD is a more reliable optimizer 

for attack detection in FL frameworks. The most 

effective model configuration was achieved using 

SGD as the FL optimizer, combined with CNN as the 

base learner and the Undersampling technique over 

the top 7 features. 

The findings underscore the significance of 

employing FL in the development of decentralized 

IDSs specifically tailored for IoT networks to 

enhance attack detection. Future research should 

extend empirical evaluations to further validate or 

refine these results, potentially by utilizing a variety 

of datasets to assess the robustness and adaptability 

of FL-based IDS across diverse IoT environments. 

Additionally, investigating alternative models within 

FL frameworks could offer valuable insights into 

optimizing both performance and efficiency. 

Furthermore, deploying these models on embedded 

devices using TinyML and FL methodologies 

represents a promising direction for continued 

exploration. 
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Abstract: Research questions are crucial for the development of science, which are an important driving force for 

scientific evolution and progress. This study analyses the key meta knowledge required for generating 

research questions in scientific literature, including research objective and research method. To extract meta-

knowledge, we obtained feature words of meta-knowledge from knowledge-enriched regions and embedded 

them into the DeBERTa (Decoding-enhanced BERT with disentangled attention) for training. Compared to 

existing models, our proposed approach demonstrates superior performance across all metrics, achieving 

improvements in F1 score of +9% over BERT (88% vs. 97%), +3% over BERT-CNN (94% vs. 97%), and 

+2% over DeBERTa (95% vs. 97%) for identifying meta-knowledge. And, we construct the prompts integrate 

meta-knowledge to fine tune LLMs. Compared to the baseline model, the LLMs fine-tuned using meta-

knowledge prompt engineering achieves an average 88.6% F1 score in the research question generation task, 

with improvements of 8.4%. Overall, our approach can be applied to the research question generation in 

different domains. Additionally, by updating or replacing the meta-knowledge, the model can also serve as a 

theoretical foundation and model basis for the generation of different types of sentences. 

1 INTRODUCTION 

Research questions play a crucial role in revealing the 

specific content of scientific and technological 

literature and grasping the research theme of an 

article., which serve as both the logical starting point 

and the guiding core of scientific research (Kuhn, 

1962). Scientific literature, as an essential medium for 

recording scientific knowledge, is essentially a record 

and description of the process of proposing and 

solving research questions. Research question 

sentences are a crucial component of the knowledge 

content in scientific literature. By identifying research 

question sentences in scientific literature, we can 

explore the knowledge content contained within. It 

can be said that grasping the research question 

sentences of an article is an important prerequisite for 

understanding the content of a piece of scientific 

literature. Therefore, it will be of great significance to 

automatically identifying or generating research 

questions in scientific literature. 

However, there are two limitations to current 

researches about identifying or generating research 

questions. Firstly, most current studies are mainly 

based on training on general datasets, ignoring the 

meta knowledge required for specific domains or 

tasks. Secondly, even if domain data is used for 

training LLMs, they have not filtered and refined the 

meta knowledge in scientific literature, and still mix 

a lot of redundant information. Therefore, we attempt 

to propose a research question generation method 

based on meta-knowledge prompt engineering. To 

extract key meta knowledge required for generating 

research questions from scientific literature, a 

sentence classification model based on feature word 

vectors is proposed. Then, research question 

generation prompts that integrate meta-knowledge 

will be used to fine-tune LLMs, which will provide 

more accurate and targeted input, thereby improving 

the quality and accuracy of the generated results. The 

architecture of the proposed method in this paper is 

shown in Figure 1. 

The main contributions of this paper are as 

follows: 

(1) To improving the quality and accuracy of 

the generated results, the prompts that integrate meta-
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knowledge are constructed and used to fine tune 

LLMs. 

 (2) To extract key meta knowledge required for 

generating research questions from scientific 

literature, an improved DeBERTa model considering 

the feature word vectors is proposed. 

(3) To improve the efficiency of meta-

knowledge extraction, sections and paragraphs 

containing meta knowledge are located in scientific 

literature. 

(4) The constructed prompt dataset that 

integrates meta knowledge is used to fine-tune LLMs. 

 

Figure 1: The architecture of the meta-knowledge prompt 

engineering approach for generating research questions in 

scientific literature. 

The rest of this paper is organized as follows. 

The existing research of the meta-knowledge 

extraction and prompt engineering is presented in 

Section 2. Section 3 discusses an improved DeBERTa 

model, which considers the feature word vectors and 

knowledge-rich regions to extract key meta 

knowledge from scientific literature. The prompts 

that integrate meta-knowledge are constructed and 

used to fine tune LLMs in Section 4. Finally, Section 

5 ends this study with conclusions and future work. 

2 LITERATURE REVIEW 

2.1 Meta-Knowledge Extraction 

Meta-Knowledge extraction, also known as 

information extraction, refers to the task of 

automatically extracting structured information from 

unstructured or semi-structured text (Sarawagi, 

2008). It aims to identify and extract relevant entities, 

relations, and events from text data, converting them 

into a structured format that can be easily processed 

and analyzed by downstream applications (Martinez-

Rodriguez et al., 2018). Knowledge extraction plays 

a vital role in various natural language processing 

(NLP) applications, such as question answering, 

information retrieval, and knowledge graph 

construction (Chowdhary & Chowdhary, 2020).  

In recent years, two mainstream approaches 

have emerged in the field of knowledge extraction: 

methods based on pre-trained models and methods 

based on LLMs. Methods based on pre-trained 

models utilize language models pre-trained on large-

scale unlabeled text data, such as BERT (Devlin et al., 

2019), RoBERTa (Liu et al., 2019), and DeBERTa 

(He et al., 2020), and fine-tune them for specific 

knowledge extraction tasks. Chen et al. further 

explored the potential of DeBERTa for knowledge 

extraction by proposing a novel framework called 

DeBERTa-KE. This framework leverages the power 

of DeBERTa to jointly extract entities and relations 

from text, enabling end-to-end knowledge extraction 

(Chen et al., 2021). 

With the growth of computational resources and 

the expansion of training data, large language models 

such as GPT (OpenAI, 2023), LLaMA (Touvron et al., 

2023), and ChatGLM (Zeng et al., 2023) have 

demonstrated remarkable capabilities in the field of 

natural language processing. Researchers have begun 

to explore the use of these large language models for 

knowledge extraction tasks. The Meta AI team open-

sourced the LLaMA model, which has 65 billion 

parameters. However, as the key information of 

sentences, feature words directly reflect the main 

content and deep meaning of the sentence and play an 

important role in improving the accuracy of research 

question sentence identification. Therefore, it is 

necessary to consider feature words in knowledge 

extraction (Touvron et al., 2023). 

2.2 Prompt Engineering 

Prompt engineering, also known as prompt design or 

prompt optimization, refers to the process of 

designing and optimizing prompts to effectively elicit 
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desired behaviors or outputs from language models 

(Liu et al., 2023). It involves carefully crafting input 

prompts that guide the language model to generate 

high-quality, relevant, and coherent text. The quality 

of the generated text heavily depends on the 

effectiveness of the input prompts (Reynolds & 

McDonell, 2021). Well-designed prompts can 

significantly improve the coherence, relevance, and 

accuracy of the generated text, while poorly designed 

prompts can lead to nonsensical, irrelevant, or even 

harmful outputs. 

We summarized the researches of meta-

knowledge extraction and prompt engineer, and the 

results showed that there are two primary deficiencies 

in the current research: (1) many studies do not 

consider feature words in identifying research 

question sentences; (2) some researchers only use 

prompts to fine tune LLMs, which ignoring the meta 

knowledge required for specific domains or tasks. 

Therefore, this study analyzes the meta-knowledge 

required for generating research questions and 

manually summarizes the feature words of them. 

Moreover, the feature words are then embedded into 

the extraction model to improve the accuracy of the 

meta-knowledge extraction. The extracted meta-

knowledge is integrated into prompt engineering to 

train LLMs, thereby enhancing the quality of the 

generated research questions. 

3 EXTRACTING META 

KNOWLEDGE 

3.1 Analysis of Meta-Knowledge 
Required for Research Question 
Generation 

As the starting point and core of scientific research, 

research questions determine the direction, content, 

and objectives of a study. Generally, research 

questions can be divided into two main categories: 

theoretical questions and methodological questions 

(Alvesson & Sandberg, 2013). Theoretical questions 

focus on exploring the essence, laws, and 

mechanisms of things, aiming to establish or develop 

scientific theories. In scientific literature, these 

questions are usually reflected in the research 

objective section, where researchers explicitly state 

the theoretical issues they intend to explore. 

Methodological questions arise from the 

challenges encountered in the technical methods 

during the research process, aiming to explore 

effective solutions. In scientific literature, 

methodological questions are usually reflected in the 

sentences about research method, where researchers 

focus on introducing the specific technical solutions 

and implementation steps adopted to solve the 

problems. 

Thus, the key meta-knowledge required for 

generating research questions from scientific 

literature in this paper are the sentences of research 

objective and method, respectively.  

3.2 Feature Word Vector Construction 

3.2.1 Feature Word Sets 

This paper employs manual annotation and iteration-

based semi-automatic annotation methods to 

construct a dataset of research objective sentences 

and method sentences, obtaining a total of 20,000 

high-quality corpus entries. From a linguistic 

perspective, feature words and characteristic sentence 

patterns in these two types of sentences are analyzed 

to construct a basic feature word set. 

By combining the grammatical positions and 

contextual information of feature words, this paper 

obtains a total of 40 feature words. Some of the 

feature words and their contexts are shown in Table 

1. 

Table 1: Some feature words and the contexts. 

feature words contexts 

analyze 

…… were analyzed 

In order to analyze …… 

This paper analyzes …… 

propose 

…… was proposed in this study. 

In this paper …… is proposed 

This paper proposes …… 

study 
……was studied in this paper 

…… was studied 

3.2.2 Feature Word Vector 

Based on the analysis of part-of-speech tags and 

syntactic structure types of feature words, this paper 

calculates the frequency of feature words appearing 

in predicate positions and further expands the basic 

feature word set. A total of 40 feature words for 

knowledge elements are obtained, with a total 

frequency of 22,400 (notably, a sentence may contain 

multiple predicates). The proportion of each feature 

word represents its weight. Table 2 shows the 

frequency and weight distribution of some feature 

words. 
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Table 2: The frequency and weight distribution of some 

feature words. 

feature words frequency weight 

propose 5619  0.2508  

explore 2520  0.1125  

analyze 1955  0.0873  

study 1702  0.0760  

investigate 1549  0.0692  

…… …… …… 

Total 22400 1 

3.3 Embedding Feature Word Vector 

This paper considers embedding the weight 

information of feature word vectors directly in the 

Classifier output stage within the DeBERTa model. 

The specific working mechanism of embedding 

feature word weight information is as follows: 

Assume that for each input sentence, the 

DeBERTa model generates a hidden state vector 

ℋ =< ℎ0, ℎ1, ℎ2, … , ℎ𝐿 >, where the dimension is L. 

In the DeBERTa model, the dimension of the hidden 

state vector is generally 768. The weight vectors of 

feature words constructed in this paper is  F =<
𝑓0, 𝑓1, 𝑓2, … , 𝑓𝑓𝑒𝑎𝑡𝑢𝑟𝑒_𝑑𝑖𝑚 >, where 𝑓𝑛 is the weight of 

the nth feature vector. However, when the input 

sentence does not match any feature word, 𝑓𝑛  = 0. 

𝑓𝑒𝑎𝑡𝑢𝑟𝑒_𝑑𝑖𝑚 is the dimension of the feature vector. 

The hidden state vector of the RoBERTa model and 

the feature vector weight are concatenated, and this 

operation is implemented in the forward method of 

the Roberta Classifier, i.e.: 

ℋ′ = 𝑐𝑜𝑛𝑐𝑎𝑡(ℎ, 𝑓)                              (1) 

The dimension of the concatenated vector ℋ′ is 

L + feature_dim. 

The linear layer of the classifier processes the 

concatenated vector ℋ′ , and the formula is as 

follows: 

logits = W ∙ ℋ′ + 𝑏                             (2) 

where W is the weight matrix with a dimension of L 

+ feature_dim. b is the bias vector. logits is the raw 

score output by the classifier, which is finally passed 

to the softmax function to obtain the predicted 

probability distribution: 

𝑃 = softmax(W ∙ ℋ′ + 𝑏)                     (3) 

3.4 Extracting Meta Knowledge 

3.4.1 Locating Knowledge-Rich Regions 

In scientific literature, knowledge is not evenly 

distributed but exhibits certain concentrations and 

regularities (Fortunato et al., 2018). Therefore, under 

the constraints of this writing logic, research 

objective sentences and research method sentences 

tend to be concentrated in the specific sections or 

paragraphs mentioned above. The knowledge-rich 

regions of research objective sentences and method 

sentences are shown in Figure 2. 

 

 

Figure 2: The knowledge-rich regions of research objective 

and method. 

3.4.2 Experiment 

This paper selects the full text of scientific literature 

and extracts the abstract, introduction, and conclusion 

sections by locating fine-grained knowledge-rich 

regions. The training corpus is divided into training, 

validation, and test sets according to the ratio of 8:1:1, 

ensuring the consistency of positive and negative 

sample distributions across the datasets. The dataset 

format is shown in Table 3. 

 

 

Figure 3: The extraction results of different models. 
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This paper selects BERT, BERT-CNN (Safaya 

et al., 2020), and DeBERTa as baseline models. 

According to Ref. (Li et al., 2023) and (Mei et al., 

2023), the hyperparameter settings are shown in 

Table 4, and the extraction results are presented in 

Figure 3. The experimental results demonstrate that 

compared to the other three types of baseline models, 

the DeBERTa model based on feature word vectors 

proposed in this paper achieves the best meta-

knowledge extraction performance, with an F1 score 

of 0.97. 

Table 3: The dataset format. 

Label Sentence 

0 

Developing sharing economy of forestry has become 

an option to promote forestry development and solve 

the problems emerging from forestry economy. 

1 

In order to reveal the properties of polar metabolome 

in inflammatory cells, we selected LPS-induced 

RAW264.7 inflammatory cell models as the carrier 

for the research of metabolic fingerprint analysis. 

2 

As for AV’s car-following model we introduced the 

molecular dynamic theory to quantitatively express 

the influence of multiple front vehicles on the host 

vehicle. 

Table 4: The Hyperparameters of different models. 

Hyperparameters BERT BERT-CNN DeBERTa 

lr 2e-5 2e-5 1e-5 

b 16 16 64 

e 30 30 10 

4 GENERATING RESEARCH 

QUESTIONS BASED ON  

META-KNOWLEDGE PROMPT 

ENGINEERING 

4.1 Constructing Meta-Knowledge 
Prompt Engineering 

Considering the two key meta-knowledge elements of 

research questions: research objective sentences and 

research method sentences, we integrate the above-

mentioned meta knowledge to manually construct the 

prompts, aiming to provide more accurate knowledge 

input for LLMs and improve the quality of research 

question generation. The format of the research 

question prompt is as follows: Given the title: "Title", 

the research objective: "Research Objective 

Sentence", the research methods: "Research Method 

Sentence", can we distill a concise question 

summarizing the research issue addressed in this 

article? Please use appropriate question words! 

Question: "Summarized Research Question". This 

prompt includes three knowledge elements: paper 

title, research objective sentence, and research 

method sentence, which are integrated into a 

complete research question generation task 

description, and finally provides a manually 

summarized research question.  

This paper manually constructs 2,000 research 

question generation prompts, and some examples are 

as follows: Given the title: "Interpolating between 

Images with Diffusion Models", the research 

objective: "One little-explored frontier of image 

generation a........", the research methods: "We apply 

interpolation in the latent space \.......", can we distill 

a concise question summarizing the research issue 

addressed in this article? Please use appropriate 

question words! Question: How can we enable 

interpolation between two images using diffusion 

models, a capability missing from current image 

generation pipelines? 

4.2 Fine-Tuning LLMs for Research 
Questions 

To improve the quality of research question 

generation, this paper fine-tunes LLMs using the 

constructed prompt dataset that integrates meta 

knowledge. The fine-tuning dataset consists of three 

parts: task description, input, and output. The task 

description clearly states the objective of the 

generation task, what kind of task the model needs to 

complete, and what specific requirements and 

constraints exist, providing clear guidance for the 

subsequent input and output.  

Based on the constructed fine-tuning dataset for 

research questions that integrates fine-grained 

knowledge, we adopt the LoRA (Low-Rank 

Adaptation) fine-tuning approach to fine-tune the 

large model (Su et al., 2021). The hyperparameter 

settings are as follows: batch_size: int = 10, 

micro_batch_size: int = 2, num_epochs: int = 2, 

learning_rate: float = 1e-5, lora_r: int = 8, lora_alpha: 

int = 16, lora_dropout: float = 0.05. The core idea of 

LoRA is to introduce a set of low-rank projection 

matrices at each layer of the large model and optimize 

these matrices to adapt the original model. 

Specifically, for the ith layer of the model, LoRA 

defines two projection matrices 𝐴𝑖  and 𝐵𝑖  with 

dimensions (𝑑，𝑟)and (𝑟，𝑑), respectively, where 

𝑑 is the hidden layer dimension of the model, 𝑟is the 

projection dimension, and 𝑟 ≪ 𝑑.  

During forward propagation, LoRA adds a 

correction term based on the projection matrices to 
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the original layer computation result. Suppose the 

original forward computation of the i-th layer can be 

represented as: 

                         ℎ𝑖 = 𝑓𝑖(𝑥𝑖)                               (4) 

where 𝑥𝑖  is the input of the ith layer, and 𝑓𝑖  is the 

forward computation function of the ith layer (such as 

self-attention, feed-forward network, etc.). In LoRA, 

the modified forward computation formula is: 

ℎ𝑖′ = 𝑓𝑖(𝑥𝑖) + 𝐴𝑖𝐵𝑖𝑓𝑖(𝑥𝑖) = 𝑓𝑖(𝑥𝑖) + 𝛥𝑖     (5) 

where 𝛥𝑖 = 𝐴𝑖𝐵𝑖𝑓𝑖(𝑥𝑖) represents the correction term 

introduced by LoRA. This correction term can be 

seen as adding a low-rank perturbation to the original 

layer output 𝑓𝑖(𝑥𝑖). 

The optimization objective of LoRA is to 

minimize the loss function of the modified model on 

the new task: 

ℒ(𝜃，{𝐴𝑖，𝐵𝑖}𝑖=1
𝐿 ) =

            ∑ ℓ (𝑓𝜃，{𝐴𝑖，𝐵𝑖}
(𝑥)，𝑦)(𝑥，𝑦)∈𝒟                   (6) 

where 𝜃  represents the fixed parameters of the 

original model, {𝐴𝑖，𝐵𝑖}𝑖=1
𝐿  represents all the 

projection matrices introduced by LoRA, 𝒟  is the 

training dataset of the new task, and ℓ is the task-

related loss function (such as cross-entropy loss). 

During the optimization process, we only update {𝐴𝑖

，𝐵𝑖}𝑖=1
𝐿 ，while keeping 𝜃  unchanged. Therefore, 

the training overhead of LoRA is much smaller than 

that of traditional full-parameter fine-tuning. At the 

same time, since the rank r of the projection matrices 

is much smaller than the dimension d of the original 

model, the additional parameters introduced by LoRA 

are also much smaller than the original model. The 

fine-tuning experimental results of different models 

are shown in Table 5. 

4.3 Experimental Results and Analysis 

To verify the effectiveness of the research question 

generation method that integrates meta-knowledge 

extraction, this paper selects Mistral-7B (Devillers et 

al., 2023), Baichuan2-7B (Wu et al., 2023), 

Chatglm3-13B (Zeng et al., 2022), Internlm-7B (Cai 

et al., 2024), and Llama3-8B (Touvron et al., 2023) 

as benchmark models. We compare the quality of the 

generated research questions with and without fine-

tuning, and use the Sentence-Bert model (Reimers, 

2019) to calculate the similarity between the 

generated research questions and standard answers 

under both conditions to evaluate the quality of the 

generated research questions. The comparison of 

generation results from different LLMs is shown in 

Table 6. 

This paper sets the similarity threshold c = 0.8 as 

the accuracy threshold for generating research 

questions. Specifically, when c ≥ 0.8, the generated 

research question is correct; otherwise, the generated 

Table 5: The results of the fine-tuning LLMs. 

     LLMs BLEU brevity_penalty length_ratio rouge1 rouge2 rougeL 

Mistral-7B 0.167 0.939 0.941 0.506 0.255 0.449 

Baichuan2-7B 0.121 0.980 0.980 0.459 0.215 0.405 

Chatglm3-13B 0.133 0.982 0.982 0.463 0.213 0.411 

Internlm-7B 0.161 0.948 0.950 0.493 0.243 0.429 

Llama3-8B 0.154 0.932 0.934 0.491 0.239 0.430 

Table 6: Comparison of generation results from different LLMs. 

Instruction 

Given the title，the research question and the research methods, 

can we distill a concise question summarizing the research issue 

addressed in this article? Please use appropriate question words! 

the title: 'DiffMatch: Diffusion Model for Dense Matching', the 

research question:'To address this, we propose DiffMatch, a 

novel conditional diffusion-based framework designed to 

explicitly model both the data and prior terms.', the research 

methods: 'Unlike previous approaches, this is accomplished by 

leveraging a conditional denoising diffusion model.' 

Mistral How can conditional diffusion models enable dense matching? 

Baichuan2 How can diffusion models enable dense matching of images? 

Chatglm3 How can conditional diffusion modeling enable dense matching? 

Internlm 
How effectively can conditional denoising diffusion models 

model both data and prior terms for dense matching? 

Llama3 
How accurately matches dense data a conditional denoising 

diffusion model? 
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Figure 4: The experimental results of the benchmark LLMs and fine-tuned LLMs.

research question is incorrect. The experimental 

results of the benchmark models and fine-tuned 

models are shown in Figure 4. The experimental 

results demonstrate that the research question 

generation method based on meta-knowledge 

prompts provides more accurate and rich knowledge 

element inputs, reduces the difficulty of the 

recognition task, and improves the quality of research 

question generation. 

5 CONCLUSIONS 

This paper proposes a research question generation 

method based on meta-knowledge prompt 

engineering. To extract key meta knowledge required 

for generating research questions from scientific 

literature, a sentence classification model based on 

feature word vectors is proposed. Then, research 

question generation prompts that integrate meta-

knowledge are used to fine-tune LLMs, which 

provide more accurate and targeted input, thereby 

improving the quality and accuracy of the generated 

results. The key contributions of this study are 

summarized as follows:  

(1) In meta-knowledge extraction, we 

construct feature word sets for research objective 

sentences and research method sentences, and 

considers the feature word vector based on syntactic 

structure features.  Utilizing the feature word vectors 

and the constructed. By concatenating the feature 

word vectors with the model's output, the model is 

trained, which helps model to capture and enhance the 

semantic expression and contextual information of 

feature words. Experimental results show that the 

DeBERTa model based on feature word vectors 

proposed in this paper achieves the best meta-

knowledge extraction performance, with an F1 score 

of 0.97; compared to the original DeBERTa, the 

precision and recall are improved by 2.6% and 1.7%, 

respectively.  

(2) Based on the key meta-knowledge: 

research objective sentences and research method 

sentences, research question prompts that integrate 

meta- knowledge are manually constructed, and 

LLMs are fine-tuned. Experimental results indicate 

that, the proposed method that integrates meta-

knowledge extraction effectively improves the 

quality of generation, with an average F1 score of 

88.6% after fine-tuning, an increase of 8.4%; from an 

individual model analysis, the fine-tuned Chatglm3-

13B achieves the highest F1 score of 89.7%. 

(3) This method can be applied to the 

generation task of research question sentences in 

different domains. In addition, by updating or 

replacing the meta-knowledge, it can generate 

different types of sentences, thereby providing a 

theoretical basis or model foundation for other 

downstream tasks. 

Notably, this paper only optimizes the task of 

generating research question sentences for scientific 

literature. In future research, we plan to enhance the 

generation of other types of sentences. In addition, 

with the development of MultiModal LLMs, to 

improve the performance of text generation, 

combining multimodal data (such as images, tables, 

etc.) with prompt engineering is also one of the hot 

issues. 
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Abstract: In today’s era of streaming services, the effectiveness and precision of recommendation systems are pivotal
in enhancing user satisfaction. Traditional recommendation systems often grapple with challenges such as
data sparsity in user-item interactions, the need for parallel processing, and increased computational demands
due to matrix densification, all of which hinder the overall efficiency and scalability of recommendation sys-
tems. To address these issues, we proposed the Smart Hybrid Enhanced Recommendation and Personalization
Algorithm (SHERPA), a cutting-edge machine learning approach designed to revolutionize movie recom-
mendations. SHERPA combines Term Frequency-Inverse Document Frequency (TF-IDF) for content-based
filtering and Alternating Least Squares (ALS) with weighted regularization for collaborative filtering, offering
a sophisticated method for delivering personalized suggestions. We evaluated the proposed SHERPA algo-
rithm using a dataset of over 50 million ratings from 480,000 Netflix users, covering 17,000 movie titles.
The performance of SHERPA was meticulously compared to traditional hybrid models, demonstrating a 70%
improvement in prediction accuracy based on Root Mean Square Error (RMSE) metrics during the training,
testing, and validation phases. These findings underscore SHERPA’s ability to discern and cater to users’ nu-
anced preferences, marking a significant advancement in personalized recommendation systems.

1 INTRODUCTION

In recent years, personalized recommendation sys-
tems have gained significant popularity due to the
growing prevalence of online shopping platforms, so-
cial networks, and streaming services. Consider the
last time you tried to choose a movie on a stream-
ing site — it wasn’t easy, was it? The challenge lies
in the limitations of the engines behind those ”Rec-
ommended for You” lists. These systems often rely
on what you’ve already watched (collaborative filter-
ing) (Ni et al., 2021) or suggest content based on gen-
res you seem to prefer (content-based filtering) (Per-
mana and Wibowo, 2023)(Philip et al., 2014). How-
ever, they frequently end up showing you more of the
same, making it difficult to discover something new
and exciting. This highlights the need for a smarter
approach which truly understands your current mood
by blending various advanced techniques from the
world of machine learning, introducing you to con-
tent you’ll genuinely enjoy.

a https://orcid.org/0000-0002-5474-4019

In the competitive landscape of streaming plat-
forms, the key to success hinges on engaging and de-
lighting audiences. A crucial element in achieving
this is providing movie recommendations that capti-
vate viewers, almost like a touch of magic. Getting
these recommendations right can increase user reten-
tion and encourage word-of-mouth promotion, which
is vital in the ongoing streaming wars. It’s not just
about suggesting what an algorithm thinks you should
watch; it’s about understanding what viewers really
want to see next, turning casual viewers into devoted
fans eager to discover their next favorite movies.

This project introduces the Smart Hybrid En-
hanced Recommendation and Personalization Algo-
rithm (SHERPA) with the goal of revolutionizng
movie recommendation processes. SHERPA com-
bines collaborative filtering, content-based filtering,
and advanced machine learning techniques to deliver
tailored, accurate, and personalized content recom-
mendations. Our goal is to simplify the movie discov-
ery process by aligning recommendations with your
preferences, not just based on what you’ve already
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seen. The focus is on creating a journey of content ex-
ploration that resonates with you, because, ultimately,
every movie night should be about discovering some-
thing that truly hits the spot. SHERPA aims to elimi-
nate the need for endless scrolling, ensuring that find-
ing your next favorite movie is just a click away.

2 RELATED WORK

Traditional machine learning approaches in recom-
mendation systems primarily focus on collaborative
filtering and content-based filtering strategies (Ni
et al., 2021). Collaborative filtering predicts user
preferences by analyzing interactions and drawing
insights from user behavior (Son and Kim, 2017).
While this technique is widely used for its simplicity
and effectiveness, it often faces challenges, particu-
larly with new users (the cold start problem) and spar-
sity in user-item interactions (Wu et al., 2018)(Rahul
et al., 2021).

Content-based filtering, on the other hand, sug-
gests items based on their features and user prefer-
ences, emphasizing item metadata (Permana and Wi-
bowo, 2023). However, this method may lead to a
lack of diversity in recommendations, as it tends to
suggest items similar to those the user has already in-
teracted with (Philip et al., 2014).

Recent advancements in recommendation systems
have made significant progress in overcoming these
limitations. Techniques such as Singular Value De-
composition (SVD) have been employed to analyze
user-item interactions and predict ratings by uncov-
ering latent factors (Rahul et al., 2021). Addition-
ally, new algorithms like Alternating Least Squares
(ALS) with Weighted Regularization have enhanced
collaborative filtering by prioritizing known interac-
tions and incorporating regularization to prevent over-
fitting (SurvyanaWahyudi et al., 2017).

By combining these approaches, hybrid models
that integrate elements of both content-based and
collaborative filtering have been developed (Burke,
2002). These hybrid systems provide more compre-
hensive recommendations by considering both user
behavior and content characteristics (Parthasarathy
and Sathiya Devi, 2023). Zhou, et al. proposed
an collaborative filtering algorithm Alternating-Least-
Squares with Weighted-λ-regularization (ALS-WR),
which is implemented on a parallel Matlab platform.
They claimed that the performance of ALS-WR (in
terms of root mean squared error (RMSE)) mono-
tonically improves with both the number of features
and the number of ALS iterations (Zhou et al., 2008).
Chiny, et al. implemented a recommendation System

based on TF-IDF and Cosine Similarity (Chiny et al.,
2022). Hybrid systems not only improve the preci-
sion of recommendations but also offers a deeper un-
derstanding of user preferences and content relevance,
paving the way for a new era in recommendation sys-
tems (Parthasarathy and Sathiya Devi, 2023).

3 DATASET AND
PREPROCESSING

3.1 Dataset

The project involves two main datasets: the Movie Ti-
tles dataset and the Movie Ratings dataset, which are
included in the Netflix Prize dataset posted on Kag-
gle (Netflix, 2006).

The Movie Titles dataset contains the information
of 17,770 movies, with each movie represented as a
tuple in the form: <Movie ID, Release Year, Movie
Title, Director, Cast, Genre, Overview>. The origi-
nal Movie Titles dataset contains Movie ID, Release
Year, and Movie Title information of movies. We get
extra information about these movies such as Direc-
tor, Cast, Genre, Overview of Movie, from IMDB, an
online database of information related to films, televi-
sion series, etc.

This dataset provides a comprehensive overview
of movies released from 1890 to 2005, with titles in
English. The following is an examples of movie en-
tries:

• Example: <1, 2003, Dinosaur Planet, Christian
Slater, Scott Sampson, Animation, A four-episode
animated series charting the adventures of four di-
nosaurs each on a different continent in the pre-
historic world.>. This tuple shows that the movie
ID is 1, the release year of this movie is 2003,
the movie title is Dinosaur Planet, the director is
Christian Slater, the cast is Scott Sampson, and
the genre is Animation.

The Movie Ratings dataset comprises over 50
million ratings from 480,189 Netflix users, covering
17,770 movie titles, collected between October 1896
and December 2005. Each rating entry or instance
contains User ID, Movie ID, Date of Rating, and
Rating. Movie IDs are sequentially numbered from
1 to 17770. User IDs range from 1 to 2,649,429,
with some numbers missing, representing a total of
480,189 users. Date of Ratings are consistently for-
matted as YYYY-MM-DD across all files. Ratings
are on a five-star scale, ranging from 1 to 5 to show
user opinion, where 5 represents the highest rating.
To ensure customer privacy, unique customer IDs
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have been anonymized. The 50 million movie rat-
ings dataset is splitted into three datasets. The train-
ing dataset contains total of 35,721,947 ratings, the
test dataset contains total of 7,654,704 ratings, and
the validation dataset contains total of 7,654,704 rat-
ings. The following is an examples of movie rating
instances:

• Example: 1, 401047, 4, 2005-06-03
This example shows that the user with ID 401047
rated the movie with ID 1 as 4 stars on June 3,
2005.

3.2 Data Preprocessing

During the data preprocessing stage, we structured
unprocessed data to align with the machine learning
model’s format for effective learning. This involved
parsing data from a file, extracting movie IDs, cus-
tomer IDs, and ratings, and structuring them into a
list. We converted this list into a pandas DataFrame
for easier manipulation and handled format issues by
skipping lines that didn’t match the expected format.
Additionally, we cleaned the data by replacing any
NaN values with empty strings, preparing it for fur-
ther analysis.

4 METHODOLOGIES

Recommendation systems use filtering algorithms
to provide recommendations to users. These al-
gorithms are classified or categorized majorly into
collaborative-based filtering, content- based filtering,
and hybrid algorithms. The proposed Smart Hybrid
Enhanced Recommendation and Personaliza- tion
Algorithm (SHERPA) integrates Term Frequency-
Inverse Document Frequency (TF-IDF) for content-
based filtering and Alternating Least Squares (ALS)
with weighted regularization for collaborative filter-
ing, offering a sophisticated method for delivering
personalized suggestions.

4.1 Term Frequency-Inverse Document
Frequency (TF-IDF)

Term Frequency-Inverse Document Frequency (TF-
IDF) is a statistical measure used to evaluate how
important a word in a document within a collection
of texts known as a corpus (Rajaraman and Ullman,
2011). It is often used in text mining and informa-
tion retrieval to weight and evaluate words differently
based on their importance to a document relative to a
collection. Words that are frequent in one document

but less common across others receive a TF-IDF value
suggesting they could be crucial, for comprehending
the content of that document (Chiny et al., 2022).

Term Frequency (TF) is the number of times a
term appears in a document relative to the total word
count of that document. TF is calculated using Equa-
tion 1 as follows (Rajaraman and Ullman, 2011):

t f (t, d) =
Nt,d

Nd
, (1)

where Nt,d represents the number of times that term
t occurs in document d, and Nd represents the total
number of terms in the document d.

Inverse Document Frequency (IDF) measures the
rarity of a term across all documents. IDF is calcu-
lated using Equation 2 as follows (Rajaraman and Ull-
man, 2011):

id f (t, D) = log
N

|d ∈ D : t ∈ d| , (2)

where N is the total number of documents in the col-
lection in the corpus N = |D|; |d ∈ D : t ∈ d| is the
number of documents where the term t appears.

By combining Equation 1 and Equation 2, The
TF-IDF score for term t in document d is calculated
as follows:

t f id f (t,d,D) = t f (t,d)× id f (t,D) (3)

Words with high TF-IDF scores in a document are
used more in that document and less in others, making
them key indicators of what the document is about.

4.2 Singular Value Decomposition
(SVD)

Singular Value Decomposition (SVD) is a matrix de-
composition method that allows you to approximate
a matrix as a product of 3 matrices (Kadhim et al.,
2017). This process allows us to uncover connections
in the data. For example, when we have information
about how users rated items such as movies, but not
every user rates every item, SVD comes in to com-
plete the missing information (Widiyaningtyas et al.,
2022). The SVD of an m× n complex matrix M is a
factorization of the form

M =U×∑V T , (4)

where M is the original user item rating matrix, U is
the matrix where each row represents a user in terms
of latent factors, Σ is a diagonal matrix with singular
values that indicate the importance of each latent fac-
tor, V T is the transpose of a matrix where each column
represents an item in terms of latent factors.
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4.3 Alternating Least Squares (ALS)

Alternating Least Squares (ALS) is a technique that
handles sparse data by optimizing matrix factoriza-
tion process by breaking it down into two smaller
or more manageable subproblems (Takács and Tikk,
2012). Unlike Singular Value Decomposition (SVD),
which considers all entries in the user-item interac-
tion matrix (including unknown or missing values),
ALS focuses only on the known ratings and it scales
well for large datasets and integrates regularization di-
rectly to prevent overfitting, making it ideal for col-
laborative filtering (Pilászy et al., 2010).

ALS with Weighted-λ-Regularization is an en-
hancement to the standard ALS approach. It intro-
duces a regularization term to the optimization pro-
cess, which helps to avoid overfitting a common prob-
lem where a model performs well on the training data
but poorly on unseen data. The goal of ALS with
Weighted-λ-Regularization is to find user and item
feature matrices that predict how users would rate
items, even new or previously unrated ones (Zhou
et al., 2008).

The effectiveness of this method is measured by
a loss function that captures two things (Zhou et al.,
2008):

• How well the model predicts the known ratings.

• How complex the model is (the size of the user
and item feature matrices).

The loss function is represented mathematically as:

f (U,M) = ∑
(i, j)∈I

(ri j−uT
i m j)

2

+λ

(
∑

i
nui∥ui∥2 +∑

j
nm j∥m j∥2

)
,

(5)

where ri j is the actual rating of item j by user i, ui is
the feature vector representing user i, m j is the fea-
ture vector representing item j, I is the set of all (user,
item) pairs for which the rating is known, λ is the reg-
ularization weight that controls the trade-off between
fitting the training data well and keeping the model
simple to avoid overfitting, nui is the number of items
rated by user i, which weighs the user’s feature vec-
tor, nm j is the number of users who have rated item j,
which weighs the item’s feature vector.

Loss function with efficient weighted regulariza-
tion controls the complexity of the model and pre-
vents overfitting by penalizing large values of the user
and item feature vectors.

ALS with Weighted-λ-Regularization is highly
suitable for large-scale datasets because of its abil-
ity to efficiently handle sparse user-item matrices by

focusing on observed interactions, reducing memory
requirements, and allowing for parallel computation.

4.4 Content-Based Filtering

Content-Based Filtering is a method used by recom-
mendation systems to suggest items to users based on
the characteristics of the items themselves rather than
on the user’s interaction with other users (Van Me-
teren and Van Someren, 2000). This method uses
item features (like overview, genre, director, cast in
movies) to recommend items similar to what the user
has liked and positively rated in the past (Philip et al.,
2014).

Several algorithms are commonly used in content-
based recommendation systems. TF-IDF is cho-
sen over traditional techniques because it provides a
more sophisticated way to evaluate the importance
of words (or terms) in the content (Van Meteren
and Van Someren, 2000). Unlike simple frequency
counts, TF-IDF accounts for the rarity of terms across
all documents, thus giving higher weight to terms that
are unique to a particular item (Permana and Wibowo,
2023). This is crucial in differentiating items with
similar but not identical content, as common terms do
not overly influence the similarity score.

4.5 Collaborative Based Filtering

Collaborative filtering functions, as a recommenda-
tion system algorithm, forecasts a user’s preferences
by considering the preferences of users (Hameed
et al., 2012). It operates on the premise that if users A
and B share viewpoints on an item, it is probable that
A will align with B’s perspective on another item that
A has not yet encountered (Wu et al., 2018) (Konstan
and Riedl, 2012). By analyzing user item interactions
like ratings or viewing history, the algorithm detects
patterns and resemblances among users or items (Ni
et al., 2021) (Goyani and Chaurasiya, 2020). This ap-
proach enables tailored recommendations by tapping
into the preferences of the user community, making it
widely adopted in suggesting movies, music, and var-
ious products. Figure 1 illustrates the mechanisms of
collaborative and content-based filtering techniques.
Collaborative filtering recommends items by identify-
ing patterns among similar users, while content-based
filtering suggests items based on their similarity to
content previously liked by the user.

4.6 Hybrid Filtering

A Hybrid filtering algorithm enhances recommenda-
tion systems by merging collaborative and content-
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Figure 1: Comparison of collaborative and content-based
filterings.

based filtering strategies leveraging the strengths of
each to compensate for their shortcomings (Goyani
and Chaurasiya, 2020)(Sharma et al., 2022). This
strategy integrates the Singular Value Decomposition
(SVD) technique, which forecasts user preferences
based on patterns, in user item interactions with TF-
IDF which examines item content to gauge its sig-
nificance (Burke, 2002)(Thorat et al., 2015). By
merging the personalized forecasts of SVD and the
content specificity of TF-IDF, the hybrid model pro-
vides varied and thorough recommendations effec-
tively tackling issues, like the cold start dilemma and
enhancing recommendation accuracy (Parthasarathy
and Sathiya Devi, 2023).

4.7 SHERPA

The proposed Smart Hybrid Enhanced Recommen-
dation and Personalization Algorithm (SHERPA) is
a recommendation system that intelligently combines
the strengths of two methods: Alternating Least
Squares (ALS) with Weighted Regularization for col-
laborative filtering, and Term Frequency-Inverse Doc-
ument Frequency (TF-IDF) for content-based filter-
ing, as shown in Figure 2.

By utilizing ALS with Weighted-λ-
Regularization, SHERPA focuses on implicit
data like known ratings and handles sparse data by
optimizing matrix factorization process with loss
function to avoid overfitting problem by computing
independently user and item matrices across multiple
processors or nodes in a cluster. At the same time,
the incorporation of TF-IDF allows SHERPA works
on explicit data by assigning weights ( ’Overview’ -
45%, ’Genre’ - 25%,’Director’ - 15%, ’Cast’ - 15%)
to movie attributes based on their importance in a
document. This weighting scheme helps identify
the most distinctive and relevant terms for each

Figure 2: SHERPA Recommendation System Architecture.

document and transforms text-based movie attributes
into numerical vectors. This vectorization allows the
system to quantify and compare movie characteristics
mathematically.

This dual strategy working on both implicit and
explicit data enables SHERPA to effectively handles
large datasets, supports scalability and parallelization.
it addresses the limitations of traditional methods to
deliver more relevant recommendation and enhancing
user satisfaction.

5 EXPERIMENT AND
EVALUATION

To demonstrate the capabilities of the proposed
SHERPA algorithm, we implemented a series of ex-
periments. In the experimental setup, a dual-core pro-
cessor and at least 2 GB of RAM are essential for gen-
eral system operation. For the computationally inten-
sive tasks of training and test, a GPU with a minimum
of 2 GB of VRAM is necessary. Examples of suitable
GPUs include the NVIDIA GTX 1050 or higher-end
models.

5.1 Evaluation Metric

Root Mean Square Error (RMSE) is a standard way
to measure the error of a model in predicting quan-
titative data (Hyndman and Koehler, 2006). It’s par-
ticularly useful in recommender systems to evaluate
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the difference between predicted and actual ratings.
RMSE provides a way to quantify the magnitude of
prediction errors, taking the square root of the aver-
age squared differences between the prediction and
the actual observation. The formula of RMSE is:

RMSE =

√
1
N

N

∑
i=1

(pi−ai)
2, (6)

where pi represents the predicted value for the ith in-
stance, ai is the actual value for the ith instance, N is
the total number of instances.

A lower RMSE value indicates a better fit of
the model to the data. It’s especially effective in
highlighting the impact of large errors, given that it
squares the differences before averaging. However, it
should be noted that RMSE can be sensitive to outliers
and might not be well-suited if the error distribution
is not uniform.

In the context of our paper, RMSE will serve as
a key indicator of the accuracy of our recommenda-
tion system’s predictions, allowing us to fine-tune the
algorithm for optimal performance.

5.2 Evaluation Scenarios

We have designed two distinct scenarios to evaluate
the performance of the SHERPA algorithm. One is
designed for the existing users and the other is for new
users. These scenarios are constructed to evaluate the
system’s responsiveness to each user’s unique needs
whether they’re browsing casually or conducting spe-
cific searches based on their past interactions.

5.2.1 For Existing Users

For existing users, we designed two different scenar-
ios to evaluate the proposed algorithm. One is to rec-
ommend movies to existing users who log in but do
not conduct any search; the other is to recommend
movies to existing users who log in and search a key
word.

Existing User Log in and Without Search.
When an existing user logs in without conducting any
searching, the system uses their interactions to rec-
ommend movies. Since the user is simply browsing,
collaborative filtering is used. This involves the algo-
rithm analyzing the activities of users, with interests
and suggesting movies that those users have enjoyed.

The following are the recommendation results
from Hybrid and SHERPA approaches, the top 10
movies for existing user id = 401047 and without
search keyword:

HYBRID Results:
1. Unknown Pleasures

2. The Swindle
3. Saint Sinner
4. Lone Wolf and Cub: Baby Cart in Peril
5. Die Hard 2: Die Harder
6. Seems Like Old Times
7. Kati Patang
8. Korn: Deuce
9. Hocus Pocus
10. The Usual Suspects

SHERPA Results:
1. Mel Gibson’s Passion of the Christ
2. The Best of Friends: Vol. 4
3. Stargate SG 1: Season 7
4. The Winds of War
5. Stargate SG 1: Season 8
6. Friends: Season 6
7. Alias: Season 3
8. 24: Season 1
9. CSI: Season 3
10. Shania Twain: Up Close and Personal

Existing User Log in and Search with Keyword.
When an existing user logs in and searches for a term
like ”The Company”, the system transitions to the rec-
ommendation method. It combines the user’s data
with the search query to suggest options that cater not
only to popular choices or similar users but also to
results directly related to the search term.

The following are the recommendation results
from Hybrid and SHERPA approaches, the top 10
movies for existing user id = 401047 and with search
keyword ”The Company”:

HYBRID Results:
1. Center Stage
2. Ballet Favorites
3. Expo: Magic of the White City
4. A Raisin in the Sun
5. Robin and the 7 Hoods
6. Unknown Pleasures
7. Out of Sync
8. Orchestra Rehearsal
9. Category 6: Day of Destruction
10. The Usual Suspects

SHERPA Results:
1. Center Stage
2. Ballet Favorites
3. Expo: Magic of the White City
4. A Raisin in the Sun
5. Robin and the 7 Hoods
6. Swan Lake: Tchaikovsky (Matthew Bourne)
7. Out of Sync
8. Orchestra Rehearsal
9. Category 6: Day of Destruction
10. What Have I Done to Deserve This?
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5.2.2 For New Users

New User Log in and Search with Keyword: When a
new user looks up a term like ”The Company” with-
out any viewing history, the algorithm uses content-
based filtering. This approach analyzes factors such
as genre, storyline, and actors of the movie to sug-
gest movies with similar content to ”The Company”.
The aim is to provide tailored recommendations based
solely on the search query.

The following are the recommendation results
from Hybrid and SHERPA approaches, the top 10
movies for new user and with search keyword ”The
Company”:

HYBRID Results:
1. Center Stage
2. Ballet Favorites
3. Expo: Magic of the White City
4. A Raisin in the Sun
5. Robin and the 7 Hoods
6. Unknown Pleasures
7. Out of Sync
8. Orchestra Rehearsal
9. Category 6: Day of Destruction
10. The Usual Suspects

SHERPA Results:
1. Center Stage
2. Ballet Favorites
3. Expo: Magic of the White City
4. A Raisin in the Sun
5. Robin and the 7 Hoods
6. Swan Lake: Tchaikovsky (Matthew Bourne)
7. Out of Sync
8. Orchestra Rehearsal
9. Category 6: Day of Destruction
10. What Have I Done to Deserve This?

5.3 Results

In this Section, we compare the SHERPA algorithm’s
performance against traditional hybrid systems using
Root Mean Square Error (RMSE) metric across the
training, test, and validation datasets as detailed be-
low:

Table 1: The comparison of Hybrid and SHERPA algo-
rithms.

Models Training Test Validation
Hybrid 2.8289 2.9487 2.9492

SHERPA 0.8606 0.9039 0.9041
Improvement 69.6% 69.4% 69.3%

The comparison of the Hybrid and SHERPA al-
gorithms across training, test, and validation datasets

reveals significant differences in their performance.
In the training dataset, the Hybrid model shows an
RMSE of 2.8289, indicating some challenges in un-
derstanding user preferences, while SHERPA im-
pressively reduces this to 0.8606, marking a sub-
stantial 69.6% improvement. Moving to the test
dataset, Hybrid exhibits an RMSE of 2.9487, sug-
gesting occasional inaccuracies, whereas SHERPA
achieves a more reliable RMSE of 0.9039, a 69.4%
enhancement. In the validation dataset, Hybrid scores
2.9492 in RMSE, highlighting room for improve-
ment, whereas SHERPA excels with an RMSE of
0.9041, showcasing consistent and reliable perfor-
mance.

SHERPA’s success is attributed to its ad-
vanced matrix factorization technique, weighted-λ-
regularization, parallelization for scalability, com-
putational efficiency, hybrid filtering approach, and
continuous learning, which collectively result in a
70% improvement over traditional Hybrid algorithms.
SHERPA’s balanced approach ensures both technical
superiority and a more personalized recommendation
experience for users.

6 CONCLUSION

This paper introduced Smart Hybrid Enhanced
Recommendation and Personalization Algorithm
(SHERPA), an advanced machine learning algo-
rithm created to enhance and personalize the movie
recommendation process. By combining content-
based filtering using TF-IDF and collaborative fil-
tering through ALS with Weighted Regularization,
SHERPA has shown an improvement in recommen-
dation accuracy and user satisfaction.

Through analysis using metrics like RMSE,
SHERPAs performance compared to traditional hy-
brid models was highlighted. Notably SHERPA
achieved a decrease in prediction errors with en-
hancements of around 70% across training, testing
and validation datasets when compared to its pre-
decessor. This emphasizes the algorithms improved
capability to comprehend and forecast user prefer-
ences providing relevant content suggestions. More-
over, SHERPA’s innovative methodology tackles is-
sues seen in existing recommendation systems such
as overfitting and addressing the cold start problem.
This ensures a scalable solution that caters to user in-
teractions. Its proficiency in managing datasets and
customizing content based on user behaviors as well
as item traits sets a new standard in recommendation
system technology.

In summary, the SHERPA algorithm signifies
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a progression in recommendation systems. The
users content discovery experience is enhanced by
SHERPA, which also paves the way for advance-
ments in machine learning and artificial intelligence
research and development. In the changing world
personalized recommendation systems like SHERPA
play a crucial role in driving future innovations.
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Abstract: Planning a travel with a customer assistant is a multi-stage process that involves information collecting, and
usage of search and reservation services. In this paper, we present an end-to-end system of a voice-enabled
virtual assistant specifically designed for travel planning in Turkish. This system involves fine-tuned state-of-
the-art models of Speech-to-text (STT) and Text-to-speech (TTS) models for increased success in the tourism
domain for Turkish language as well as improvements to chatbot experience that can handle complex, mul-
tifaceted conversations that are required for planning a travel thoroughly. We detail the architecture of our
voice-based chatbot, focusing on integrating STT and TTS engines with a Natural Language Understanding
(NLU) module tailored for travel domain queries. Furthermore, we present a comparative evaluation of speech
modules, considering factors such as parameter size and accuracy. Our findings demonstrate the feasibility of
voice-based interfaces for streamlining travel planning and booking processes in Turkish language which lacks
high-quality corpora of speech and text pairs.

1 INTRODUCTION

When planning their trips, users encounter a range of
options and constraints. Traditionally, the planning
process relies mostly on online search engines and
user interactions via an interface which can be cum-
bersome. Voice assistants offer a more flexible and
accessible way for users to express their needs. Im-
proving human-computer interaction is possible by
developing such an interface with a virtual assistant
to offer a natural and intuitive way to provide infor-
mation. A voice-enabled assistant has the potential
to significantly improve this experience by allowing
users to verbally convey their needs, and receive both
textual and spoken confirmations about booking de-
tails.

The main objective of such an assistant system is
understanding the requests of user and perform an ac-
tion related to a travel topic. Therefore, intent clas-
sification and slot-filling, which are two crucial NLU
components, are used to decide which travel related
function to perform e.g. searching for tours, booking
a hotel, cancelling reservations and so on. In (Dündar
et al., 2020), a robust intent classifier for Turkish lan-

guage is proposed with a similar objective for the
banking domain. However, a slot-filling module is
also needed to perform an action related to intention
based on the preferences of a user. To meet this need,
a named entity recognition (NER) model can be in-
tegrated into the chatbot. A recent work (Stepanov
and Shtopko, 2024) demonstrates a specialized trans-
former model that outperforms ChatGPT and fine-
tuned LLMs in zero-shot cross-domain NER bench-
marks for various languages except Turkish. Users
might specify their preferences in a more natural man-
ner where contextual relation and domain knowledge
are required. With this purpose, slot-filling can be
even more successful in a few-shot setting with LLMs
(Brown et al., 2020) instead of zero-shot.

To understand the user’s intention, we uti-
lized a BERT (Bidirectional Encoder Representations
from Transformers) classifier (Devlin et al., 2019),
which has been specifically fine-tuned for Turkish
(Schweter, 2020). BERT is well-suited for under-
standing context and nuance in a language due to its
deep bidirectional architecture. This allows the model
to consider the full context of a word by looking at
words that come before and after it. This is partic-
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ularly beneficial for agglutinative languages such as
Turkish.

There are notable challenges to developing a
voice-enabled travel assistant in Turkish, due to
the lack of natural voice generation and Automatic
Speech Recognition (ASR) models which are also ro-
bust to noise and low-quality voice sources. This is
mostly because of the limited availability of high-
quality parallel data for training robust speech recog-
nition and synthesis models in Turkish. There are
multi-lingual TTS models successful in generating
natural speech or speech recognition e.g. XTTS
(Casanova et al., 2024) and Whisper (Radford et al.,
2023), however, the models either have licences not
available for commercial use or demand high com-
putational resources. The latency of a response gen-
erated by a smart assistant directly affects the user
experience. Therefore, a mono-lingual and single
speaker but a robust, small architecture satisfies the
high-throughput need such as MMS (Pratap et al.,
2024) and FastSpeech2 (Ren et al., 2020). For au-
tomatic speech recognition task, there are successful
models introduced in recent years such as Wav2Vec
2.0 (Baevski et al., 2020) and Whisper (Radford et al.,
2022) with multi-lingual foundation models available.
However, this foundation models has only rudimen-
tary capabilities in some languages such as Turkish
and they require further fine tuning to perform well
enough for active usage.

In this study, a chatbot with NLU modules such
as intent classification and slot filling in the travel do-
main for searching, booking and purchasing purposes
of hotels and tours is developed. We approached
the slot-filling problem with a hybrid approach by
using few-shot prompting technique with an LLM
where context matters the most for user messages. We
further trained robust and lightweight STT and TTS
models for Turkish language in the tourism domain to
develop a voice interface for the chatbot which com-
pletes the virtual assistant experience.

2 SYSTEM ARCHITECTURE

Visual representation of our developed system is il-
lustrated at Figure 1. The user is able communicate
with the assistant through speech modules or writ-
ten chat. Conversation flow manager is a multi mod-
ule system that understands the intention of the user,
leverages generative slot-filling and pattern matching
to perform an action with given information through
travel services. Through the function calling com-
ponent located in the conversation flow manager, in-
tent classification, slot filling, and pattern matching

User Message Response

User

Speech Speech

STT

Post Correction

Voice 

Conversion

TTS

Intent

Classification

Generative

Slot Filling

Function

Calling

Pattern

Matching

Conversation Flow Manager

LLM Travel Services

Figure 1: Overall virtual assistant architecture.

components elucidated in Section 2.1 enable the se-
mantic interpretation of transcribed sentences. The
generative slot-filling and pattern matching compo-
nents address different needs by employing distinct
methodologies. Generative slot filling leverages gen-
erative models to identify entities that cannot be eas-
ily expressed through predefined rules, whereas the
pattern matching component uses regular expressions
and fuzzy match scores based on predefined dictio-
naries to detect entities with fixed formats, such as
hotel names, cities, districts, and dates. By lever-
aging the information extracted from these sentences
within travel planning services, the system facilitates
user interaction, ensuring the effective execution of
functions such as system utilization and information
retrieval from services. Moreover, with the function
calling component, we enabled dynamic modification
of endpoints and service variables directly from the
interface we designed. This approach allowed for the
seamless integration of new services with intents and
facilitated the rapid adaptation to changing service re-
quirements without the need for additional coding.

2.1 NLU Module

The Natural Language Understanding (NLU) compo-
nent of our chatbot has two major components: intent
classification and entity recognition. For intent clas-
sification, we utilized the BERT model based on the
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methodology outlined in (Dündar et al., 2020). We
employed BERTurk model (Schweter, 2020), which
is a model trained in Turkish corpora. This BERT
based classifier met our demands and surpassed few
shot training with LLMs, hence it is finetuned to be
used as an intent classifier in travelling domain for
this work as well.

On the other hand, we have observed that the en-
tity collection for tourism can be challenging. The
words we consider as entities can vary significantly
in terms of subject matter and type. It may be
necessary to perform entity extraction for a diverse
range of entities, such as spa, sport, aquapark,
nature, outdoor pool, child/baby-friendly,
pet-friendly, honeymoon, and seafront. A user
may wish to specify multiple features of the desired
hotel within a single sentence to obtain results based
on those criteria. Since it is more appropriate to
consider these words as features rather than distinct
entities, they were tagged as feature1, feature2
and so forth, before being transmitted to the rele-
vant services. Additionally, the sentences constructed
by users do not adhere to specific rhetorical patterns.
Due to these problems, we decided that the use of
large language models is more appropriate for this
problem because of their capability of understanding
complex patterns with fewer training examples.

To achieve this, we utilize ChatGPT from Ope-
nAI to extract entities from sentences with our genera-
tive slot-filling component. By engineering a dynamic
prompt, we were able to receive a JSON-formatted
output that parsed the specified types and numbers
of entities from the given sentences. Additionally,
through the modification capabilities provided within
the application, we enabled the addition or removal of
new entities without the need for further development.

Moreover, working with large language models
inherently posed the risk of receiving outputs in irreg-
ular formats. To mitigate this, we provided JSON ex-
amples within the prompts and implemented checks
to ensure the outputs adhered to JSON rules. Ad-
ditionally, since user prompts were directly fed into
the large language model for entity extraction, this
opened the possibility for the system’s outputs to be
manipulated. To address this, we refined the prompts
to prevent users from altering the system prompt and
obtaining distorted results.

Additionally, as mentioned in Section 2, we en-
sured that entities, which could be defined by rules,
were identified for travel services by comparing them
against regular expressions and words in our cus-
tom dictionaries, using calculated fuzzy match scores.
The system we developed is depicted in Figure 2.

User

"I want to book a hotel 

with a spa in Bodrum, 

surrounded by trees"

Conversation 

Flow Manager

Generative 

Slot Filling

Pattern 

Matching

OpenAI Services

Travel Services

[{'text': 'spa', 'type': 

'spa'}, {'text': '{trees}, 

'type': 'nature'}]

["district":"Bodrum"]

Figure 2: Extracting entities from user prompts.

2.2 Text-to-Speech Module

The presented generation pipeline, as shown in Fig-
ure 3, contains a phoneme encoder, the LightSpeech
TTS model, a vocoder and a voice conversion model.
The text is converted to phoneme sequence by using
an open-source Turkish grapheme-to-phoneme model
and dictionary (McAuliffe et al., 2017). Speech syn-
thesis with low latency is necessary for a seamless
user experience which is why we use LightSpeech
(Luo et al., 2021) and Parallel WaveGAN (PWG)
(Yamamoto et al., 2020) vocoder that proved its effi-
ciency. LightSpeech model is based on FastSpeech 2
but its architecture is designed more lightweight and
more efficient via Neural Architecture Search. The
audio quality is on par with FastSpeech2 while having
a remarkable inference speed up. The generated mel-
spectrograms are transformed into audio waveform by
using a Parallel WaveGAN vocoder that is pre-trained
on LibriTTS (Zen et al., 2019) which is capable of
high-fidelity speech generation for Turkish. Finally,
the OpenVoice (Qin et al., 2023) model is utilized for
zero-shot cross-lingual Voice Cloning to specifically
convert the speaker of the generated audio waveform.
This pipeline allows alternative models to be used in
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Chatbot

LightSpeech

Phonemizer

Voice Conversion

Vocoder

Target Voice

User

Speech

Phonemes
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Converted Speech

Figure 3: Text-to-speech pipeline for generation and voice
cloning.

any part. For example, a vocoder model or a differ-
ent voice cloning model can be easily implemented to
replace respective parts.

2.3 Speech-to-Text Module

For the speech-to-text module Wav2Vec 2.0 speech
recognition model is used and in order to correct po-
tential errors in transcripts a post-correction method
using an N-gram language model is used as shown in
Figure 4. Wav2Vec 2.0 is a transformer based model
that can be trained with raw audio data without any
need for preprocessing (Baevski et al., 2020). Us-
ing raw audio data helps both with managing training
data and with inference in the software pipeline as it
does not introduce another layer that increases com-
plexity. Using a multi-lingual foundation model with
this architecture we have fine-tuned the model Turk-
ish data and tourism related data. We have also im-
plemented another layer for post-correction using N-
gram based language model KenLM (Heafield, 2011).
KenLM is a fast language modelling tool that can
be used to create N-gram language models efficiently
and also can be adapted to work with the Wav2Vec
2.0 model. Post-correction layer is used not only be-
cause it helps with correcting transcription errors that
may arise due to similar sounding words and exter-
nal noises; but also, recent studies have shown that
using N-gram language model based post-correction
can improve performance in low resource languages

User

Wav2Vec2

m e r a b a

KenLM

m e r h a b a

Chatbot

Figure 4: Speech-to-text pipeline that contains sequence
modelling and post-correction models. As a side note,
merhaba means hello in Turkish.

(Avram et al., 2023) and it can help with better adap-
tation on specific domains (Ma et al., 2023). We have
created 5-gram language models to use in our experi-
ments from general domain and tourism domain texts.

The other model we experimented on is W2v-
BERT which combines the language model post-
correction aspect into the trained model (Chung et al.,
2021). This model uses a BERT encoder model as
a language model instead of an N-gram language
model. The advantage of using BERT is that it keeps
a larger contextual information and also semantic
knowledge of the words as well but compared to us-
ing an N-gram model it is a more resource demanding
approach.

3 EXPERIMENTS & RESULTS

3.1 Text-to-Speech Experiments

Experimental Setup. We evaluate the LightSpeech
model trained on a dataset that contains 5,131 audio
samples with approximately 6 hours of novel reading
without their text pairs. The average duration of the
audio samples is 4.1 seconds. The transcriptions of
audio samples are generated using our STT method.
The errors in synthetic data consist mostly of similar-
sounding words. Therefore, the effects of these errors
are very little. Moreover, the errors in the synthetic
transcriptions are expected to be minimal due to audio
quality. The speech dataset and its phonemes are gen-
erated and aligned with the Montreal Forced Aligner
public tool (McAuliffe et al., 2017) following (Ren
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et al., 2020). The audio waveforms are transformed
into mel-spectrograms following (Luo et al., 2021),
differently, we set the frame size and hop size to 300
and 1200 concerning the sampling rate of 24000. We
train the model for 100k steps on a single NVIDIA
V100 GPU. Models in our TTS pipeline other than the
LightSpeech model are utilized as pre-trained models
with their public weights.

Evaluation Methodology. There is no straightfor-
ward approach to evaluate speech generation. Most
of the speech features like timbre or prosody may
vary in the generated speech of a text compared to
the ground truth utterance and it is an even harder
challenge for multi-speaker datasets. Therefore, it
is meaningful to evaluate a system by the aspect or
the feature needed. We decided to evaluate intelli-
gibility and pronunciation by transcribing the gen-
erated speech with ASR. We specifically choose a
well-known and capable multi-lingual model Whisper
(Radford et al., 2023), and 743 audio-text pairs from
the Turkish subset of multi-lingual ASR benchmark
known as FLEURS (Conneau et al., 2023) which is
considered as an out-of-domain evaluation with re-
spect to our training domain. The subset is approx-
imately 2.6 hours long and the average duration of
samples is 12.6 seconds. We generate speech of the
texts from the dataset to create synthetic audio and
original text pairs for each TTS model. ASR models
transcribe TTS outputs into text hypotheses, allow-
ing us to calculate the Word Error Rate (WER) and
Character Error Rate (CER) by comparing them to the
original transcript. For measuring the error rates, we
apply the normalization of Whisper on references and
hypotheses. In most cases, another preferable evalu-
ation method is to evaluate naturalness and audio fi-
delity by Mean Opinion Score (MOS) metric but it’s
not an automatic evaluation strategy and the reliance
on human raters presents a challenge. However, we
decided to use a subset of 100 utterances generated for
each model from the ASR benchmark we mentioned.
We compare our results with public models success-
ful in Turkish speech synthesis: 1) pre-trained Turk-
ish MMS TTS model (Pratap et al., 2024) which is an
end-to-end model with VITS (Kim et al., 2021) archi-
tecture, and 2) multi-lingual XTTS (Casanova et al.,
2024) model with zero-shot voice-cloning feature that
has a novel architecture based on Tortoise (Betker,
2023) and a HiFi-GAN vocoder (Kong et al., 2020)
with 26M parameters. Parameter sizes of models are
shown in Table 1.

Results. In our experiments, the LightSpeech
model (our setup) is able to generate utterances that

Table 1: Text-to-speech models that is used in experiments
and their parameter size.

Model #Params
LightSpeech 1.8M
LightSpeech + PWG 3.1M
MMS 36.3M
XTTS 466.9M

Table 2: Evaluation results of Turkish speech synthesis by
using Whisper models and FLEURS benchmark dataset.
Original denotes the results of ASR models from Whisper
paper (Radford et al., 2023).

Model WER(↓) CER(↓)
Whisper-medium

LightSpeech 13.0 2.9
MMS 18.4 4.4
XTTS 10.1 2.5
Original 10.1 -

Whisper-large-v2
LightSpeech 10.8 2.5
MMS 15.3 3.7
XTTS 8.3 2.5
Original 8.4 -

Table 3: MOS scores from a human study with regard to
naturalness on a subset of Turkish FLEURS dataset.

Model MOS(↑)
LightSpeech 2.98 ±0.081
MMS 3.34 ±0.082
XTTS 4.43 ±0.055

preserve the text content better than the MMS TTS
model, as shown in Table 2. LightSpeech performs
less well than XTTS which has equal or better ac-
curacy on ASR evaluation than the original utter-
ances in the FLEURS dataset. However, our setup
is as accurate as XTTS on the CER metric evaluation
with Whisper-large-v2. Also, there is a slight differ-
ence with XTTS on the CER metric evaluation with
Whisper-medium. However, the MOS score of Light-
Speech is less natural than MMS and far from XTTS
on naturalness as shown in Table 3. This is mostly
due to the size of the training data and its record-
ing quality. Also, our observations show that our
model is less natural on long input sequences of the
FLEURS benchmark because it is trained on a dataset
with short sequences and is not able to generalize long
sequences in terms of naturalness. Note that MMS
and XTTS models have nearly 12x and 150x more
parameters than LightSpeech + PWG respectively, as
shown in Table 1. Therefore, the results show that the
model is robust in comprehensibility but needs im-
provement on naturalness, considering the constraints
imposed by its size and limited training data.
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Table 4: Performance Comparison of Speech Recognition
Models.

General Test Set
Model WER(%) CER(%)
Wav2Vec 2.0 14.038 4.070
W2v-BERT 16.636 4.252
Wav2Vec 2.0 + kenLM 8.106 1.669

Tourism Test Set
Model WER(%) CER(%)
W2v-BERT 13.112 2.229
Wav2Vec 2.0+kenLM 8.888 1.974

3.2 Speech-to-Text Experiments

Experimental Setup. The evaluation was done on a
6 hours dataset that is obtained from the public Turk-
ish Common Voice dataset in the general domain and
1 hours dataset from tourism domain. For evalua-
tion of Speech-to-text tasks, generally used metrics
are word error rate (WER) and character error (CER).
These metrics measure the error rates of transcriptions
compared to the actual transcriptions of audio files.
The lower error rates mean the model is more suc-
cessful.

Results. Our experiments have demonstrated that
using Wav2Vec 2.0 model together with kenLM post-
correction outperforms using it without the language
model and W2v-BERT model. The results are shown
in shown in table 4. It is unsurprising for the N-gram
language model post-correction to surpass the perfor-
mance of the base model as the previous studies have
shown similar results. The low scores from W2v-
BERT model may be due to the multi-lingual foun-
dation model’s BERT model not being too successful
in Turkish language.

4 CONCLUSION & FUTURE
WORK

In this paper, we introduced the pipeline for a voice
assistant in Turkish, that is capable of helping users
in the tourism domain. This assistant leverages an in-
tuitive voice interface by enabling users to seamlessly
request information, access travel services, and com-
plete their entire travel planning experience through
spoken interactions. For slot-filling task of the as-
sistant, a hybrid approach that combines regular ex-
pressions with few-shot LLM prompting is utilized.
Additionally, lightweight and robust models for our
NLU and speech modules are implemented to en-
sure a conversation at a natural pace. Our findings

have demonstrated that the speech-to-text and text-to-
speech models we trained achieved high intelligibility
in spite of the scarcity of Turkish speech resources.

For future work, to improve the performance of
text-to-speech models we intend to increase the qual-
ity and the quantity of our training data by speech en-
hancement and denoising techniques. We also aim
to implement a zero-shot prosody cloning feature to
the TTS pipeline to control the emotion emphasized
in synthesized speech. For speech recognition, an ad-
ditional post-correction model will be used to correct
transcriptions of foreign words that can often be en-
countered in the tourism domain. For the NLU com-
ponent, which constitutes the chatbot’s understanding
functions, we aim to leverage generative methods fur-
ther to provide the user with more diverse and varied
responses.
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Abstract: Supervised learning requires a lot of annotated data, which makes the annotation process time-consuming and
expensive. Active Learning (AL) offers a promising solution by reducing the number of labeled data needed
while maintaining model performance. This work focuses on the application of supervised learning and AL
for (named) entity recognition, which is a subdiscipline of Natural Language Processing (NLP). Despite the
potential of AL in this area, there is still a limited understanding of the performance of different approaches.
We address this gap by conducting a comparative performance analysis with diverse, carefully selected cor-
pora and AL strategies. Thereby, we establish a standardized evaluation setting to ensure reproducibility and
consistency across experiments. With our analysis, we discover scenarios where AL provides performance
improvements and others where its benefits are limited. In particular, we find that strategies including his-
torical information from the learning process and maximizing entity information yield the most significant
improvements. Our findings can guide researchers and practitioners in optimizing their annotation efforts.

1 INTRODUCTION

Supervised model training is a widely adopted ap-
proach that requires annotated data. This data is ob-
tained through an annotation process, which often ne-
cessitates the expertise of domain specialists, particu-
larly in fields such as biology, medicine, and law. The
involvement of experts is costly (Finlayson and Er-
javec, 2017). To alleviate the costs, researchers have
introduced various methods to reduce the annotation
effort (Sintayehu and Lehal, 2021; Lison et al., 2021;
Feng et al., 2021; Wang et al., 2019; Yang, 2021). A
popular method is Active Learning (AL). It is based
on the principle that not all data points are equally
valuable for the learning process and thus strives to
select a particularly informative subset for annotation
(Settles, 2009).

Despite the development of numerous AL strate-
gies, their performance across different use cases is
not well understood. We consider the case of entity
recognition (ER) in NLP and conduct a comparative
performance analysis (Jehangir et al., 2023). A rep-
resentative subset of corpora and AL strategies is in-

a https://orcid.org/0000-0002-5972-8413
b https://orcid.org/0009-0006-7326-3268

cluded, which we selected from a specialized scoping
review (Kohl et al., 2024).

Our contributions are as follows:

• We establish a comprehensive framework for
evaluating AL strategies for ER. This includes
identifying a subset of datasets (corpora) that cov-
ers a wide range of domains (e.g., newspapers,
medicine, etc.) and significant AL parameters, se-
lecting a broad range of AL strategies for diverse
evaluation, and designing a suitable model archi-
tecture that balances both performance and run-
time for testing.

• We conduct an extensive analysis to determine the
best-performing AL strategies for ER, identifying
strategies that perform consistently well across
different domains. We also evaluate the robust-
ness and stability of these strategies, considering
the impact of random processes in model training
and the AL process.

The paper is structured as follows: Section 2 starts
with an overview of the research field and related
work. Then, in Section 3, we delve into the funda-
mental concepts of AL, ER, and the Active Learn-
ing Evaluation (ALE) Framework. Afterward, Sec-
tion 4 explains how we selected the subset of corpora

480
Kohl, P., Krämer, Y., Fohry, C. and Kraft, B.
Comparative Performance Analysis of Active Learning Strategies for the Entity Recognition Task.
Paper published under CC license (CC BY-NC-ND 4.0)
In Proceedings of the 16th International Joint Conference on Knowledge Discovery, Knowledge Engineering and Knowledge Management (IC3K 2024) - Volume 1: KDIR, pages 480-488
ISBN: 978-989-758-716-0; ISSN: 2184-3228
Proceedings Copyright © 2024 by SCITEPRESS – Science and Technology Publications, Lda.



and strategies tested in this study. We then present
a description of the experimental setup in Section 5.
While Section 6 presents the results and analyzes our
experimental findings, Section 7 concludes the paper.

Our results, including code, figures, and extensive
tables, can be found on GitHub1.

2 RELATED WORK

Researchers introduced numerous AL strategies for
areas such as computer vision or NLP (Settles, 2009;
Ren et al., 2022; Schröder and Niekler, 2020; Zhang
et al., 2022; Kohl et al., 2024). The strategies have
been classified into taxonomies to provide a struc-
tured domain understanding. However, the existing
surveys typically refrain from ranking the strategies
based on their efficacy (Zhan et al., 2022). There is a
general lack of comparative performance data. While
any new strategy is backed by performance data, these
typically refer to a limited and arbitrary subset of ex-
isting strategies. Direct comparisons are further com-
plicated by variability in parameter selection and im-
plementation details. The present paper helps to close
this gap by providing a systematically designed com-
parative performance analysis for AL strategies in the
ER domain. The limited knowledge of the relative
performance of advanced AL methods may explain
why current annotation tools such as Inception (Klie
et al., 2018), Prodigy (Montani and Honnibal, ), and
Doccano (Nakayama et al., 2018) focus on basic AL
strategies, potentially overlooking more sophisticated
ones.

Several frameworks support the implementation
and evaluation of AL strategies in other areas. libact
(Yang et al., 2017) focuses on comparing AL strate-
gies with scikit-learn models, while DeepAL (Huang,
2021; Zhan et al., 2022) is tailored for image vi-
sion tasks. We utilize the Active Learning Evaluation
(ALE) framework (Kohl et al., 2023), which has a so-
phisticated, modular design, supports integration with
various deep learning libraries and cloud computing
environments, and has a strong focus on reproducible
research.

Besides AL, there are other approaches that can
reduce the annotation effort: semi-supervised learn-
ing (Sintayehu and Lehal, 2021) leverages a small la-
beled dataset to annotate unlabeled data, and weak
supervision (Lison et al., 2021) uses heuristics or la-
beling functions to annotate data automatically. Data
augmentation (Feng et al., 2021) generates new ex-
amples by replacing words or reformulating sen-

1https://github.com/philipp-kohl/
comparative-performance-analysis-al-ner

tences, enhancing the training dataset without addi-
tional manual effort. Zero-shot (Wang et al., 2019)
and few-shot learning (Yang, 2021; Brown et al.,
2020) techniques transfer knowledge from one do-
main to another, reducing the need for extensive new
datasets. Large language models (LLMs) are inher-
ently few-shot learners (Brown et al., 2020), but they
are not always applicable due to offline scenarios,
hardware limitations, or the need for smaller models
in specialized domains (Jayakumar et al., 2023).

3 FUNDAMENTALS

In this section, we introduce core concepts and a com-
mon taxonomy of AL, which will be used in Sec-
tion 4. We also define and embed the ER task into
the active learning domain. Finally, we provide some
details on the ALE framework.

3.1 Active Learning

Active learning (AL) addresses the reduction of an-
notation effort and, therefore, is embedded into the
annotation process (Settles, 2009). This process con-
sists of three steps: (a) selecting unlabeled documents
(batch), (b) annotating these documents, and (c) train-
ing a classifier. These steps are repeated until perfor-
mance metrics (e.g., F1 score) reach a desired value.
AL modifies step (a) so that data points are selected
with an AL strategy instead of randomly or sequen-
tially. AL is based on the assumption that different
data points have different information gains for the
learning process. The AL strategies quantify these
gains (Settles, 2009; Finlayson and Erjavec, 2017).

The AL strategies can be divided into three cate-
gories (Settles, 2009; Zhan et al., 2022; Kohl et al.,
2024):

Exploitation depends on model feedback (e.g.,
confidence scores) to compute an informativeness
score. For example, least confidence selects data
points the model is most uncertain about.

Exploration is solely based on the corpora and
uses similarities and dissimilarities between data
points. For example, some strategies embed the data
points into a high-dimensional vector space and uti-
lize cluster methods to select a batch of data points
from different clusters.

Hybrid strategies combine exploitation and ex-
ploration approaches, for instance, by merging their
scores. Several hybrid approaches start with explo-
ration to identify a subset of the data points, which is
then analyzed using exploitation. This way the need
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for costly model feedback is reduced to the selected
subset.

3.2 Entity Recognition

Entity Recognition (ER) is a subtask of information
extraction (Jehangir et al., 2023). Given some un-
structured text, ER finds arbitrary, predefined domain-
specific entities (e.g., persons, diseases, time units,
etc.). On the technical level (see Figure 1), a model to-
kenizes the text and classifies these tokens. Thus, the
model feedback (e.g., confidence scores) is present
for each token.

AL strategies select whole documents for anno-
tation. Some AL strategies rely on model feedback,
which requires to aggreate the token-wise informa-
tion to a document-wise score. Figure 1 visualizes
the aggregation process.

Active Learning reduces annotation effortTokens

Confidences 𝐶𝑖 𝟎
𝟎. 𝟔
𝟎. 𝟒

𝑂
𝐵 −𝑀𝐸𝑇𝐻𝑂𝐷
𝐼 − 𝑀𝐸𝑇𝐻𝑂𝐷

𝟎
𝟎. 𝟏
𝟎. 𝟗

𝟎. 𝟗𝟗
𝟎. 𝟎𝟎𝟓
𝟎. 𝟎𝟎𝟓

𝟎. 𝟗𝟗
𝟎. 𝟎𝟎𝟓
𝟎. 𝟎𝟎𝟓

𝟎. 𝟗𝟗
𝟎. 𝟎𝟎𝟓
𝟎. 𝟎𝟎𝟓

Aggregation
𝒅𝒐𝒄𝒔𝒄𝒐𝒓𝒆 = 𝒇𝒂𝒈𝒈(𝒄𝟏, 𝒄𝟐, 𝒄𝟑, 𝒄𝟒, 𝒄𝟓)

Figure 1: Tokenized text on the lowest level (whitespace to-
kenization for simplicity) on which the model infers predic-
tions with the IOB2 (Ramshaw and Marcus, 1995) schema
and computes confidence scores. At the top level, an ag-
gregation function would compute a document-wise score
based on the confidences per token.

3.3 Active Learning Evaluation
Framework

We use the Active Learning Evaluation (ALE) frame-
work (Kohl et al., 2023) for comparing different AL
strategies against each other. ALE simulates the anno-
tation process (see Subsection 3.1), which we call an
AL cycle: (a) proposing new data points using an AL
strategy. (b) annotating the data. Instead of forward-
ing the selected batches to human annotators, ALE
uses provided gold labels of the corpora for the simu-
lation. (c) Training and evaluation of the model.

Figure 2 gives an overview of ALE. The frame-
work spans different stages. The first stage represents
an experiment, which simulates a single strategy. The
experiment follows a pipeline approach to preprocess
the data and start so-called seed runs. Each seed
run simulates one annotation process (AL cycle) with
some random seed. Multiple seed runs are conducted
to assess the stability and robustness of the AL strate-
gies. Table 1 shows the connection between seed runs
and AL cycles: A row represents the annotation pro-

cess for a single seed with a growing corpus, while
the column provides information on the robustness.

Table 1: Example F1 scores for seed runs across AL cycle
iterations in a single experiment. Each cell shows the F1
score measured on the test corpus after each data proposal.
For instance, AL cycle 2 represents the F1 scores after the
second data proposal.

Seed Run AL Cycle 1 AL Cycle 2 . . . ALCycle N
Seed 1 0.01 0.05 . . . 0.85
Seed 2 0.01 0.06 . . . 0.83

. . . . . . . . . . . . . . .
Seed M 0.02 0.04 . . . 0.87

ALE has many configuration parameters. These
and the corresponding experimental outcomes are re-
ported to MLflow2, which is an MLOps platform that
supports reproducible research. The two core pa-
rameters are the seeds and the step size. The seeds-
parameter is an integer list defining which and how
many seed runs ALE starts. The step size defines how
many documents the AL strategy selects in step (a) of
the AL cycle.

ALE comes with an implementation for spaCy3,
which we have replaced by PyTorch Lightning4 as
deep learning library for step (c) of the AL cycle. Py-
Torch Lightning gives us finer control of the learning
process.

The framework provides evaluation functions to
address two critical aspects of AL: data bias and
model calibration. It is crucial to avoid AL strate-
gies that exacerbate existing biases within the dataset
(see Section 6). Additionally, reliable model feedback
requires well-calibrated models. To assess model cal-
ibration, ALE employs the expected calibration error
(ECE) and reliability diagrams (Wang et al., 2021).

4 SELECTION OF CORPORA &
STRATEGIES

We base our selection of corpora and strategies on the
scoping review (Kohl et al., 2024), which reviewed
62 papers and collected information about the used
AL strategies and other aspects of the evaluation en-
vironment.

4.1 Corpora

(Kohl et al., 2024) provide a collection of 26 publicly
available corpora used to evaluate AL strategies for

2https://mlflow.org/
3https://spacy.io/
4https://lightning.ai/docs/pytorch/stable/
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Seed Runs

Seed Run 42

Seed Run 4711

Seed Run 1234

Add IDs

Collect Labels

Convert Data

Load Data

Aggregate Seed
Runs

Experiment
AL Cycle

Propose
Data

Train

Evaluate

Figure 2: The ALE framework introduces three key con-
cepts: Experiments, Seed Runs, and AL cycles. Each exper-
iment involves a pipeline execution, with Seed Runs as the
core element. A single Seed Run represents one AL cycle.

ER. We selected seven corpora based on the follow-
ing criteria: frequency of use, diversity of domains
(e.g., newspapers, medicine, social media), varying
language complexity measured by the moving aver-
age type-token ratio (MATTR) (Covington and Mc-
Fall, 2010; Kettunen, 2014)), label complexity and
distribution (e.g., number of labels per sample), and
average document length (limited to 512 tokens for
compatibility with our model). The selected cor-
pora are CoNLL2003, MedMentions, JNLPBA, Ger-
mEval, SCIERC, WNUT, and AURC-7. Further de-
tails are provided in Table 2.

4.2 Strategies

For strategy selection, we followed (Kohl et al.,
2024), which highlights a focus on uncertainty ex-
ploitation strategies, particularly entropy, margin, and
least confidence. These strategies use token-level
confidences to compute scores, which are aggregated
using methods such as average, minimum, maximum,
sum, and standard deviation (Subsection 3.2). In addi-
tion to these three uncertainty strategies, we included
count-based, round-robin, and two specialized strate-
gies considering past predictions, as well as three ex-
ploration and two hybrid approaches.

Exploitation Strategies.
Least Confidence (LC) measures the uncertainty

of the model for each token. The strategy strives to
select documents the model is most uncertain about
to receive a high information gain (Esuli et al., 2010;
Şapci et al., 2023).

Margin Confidence computes the difference (mar-
gin) of the confidences for the two most probable la-
bels per token. The intention is that a confident de-
cision would have a high margin (e.g., 0.93−0.03 =
0.9) because the decision boundary is learned well,

while not confident decisions have very low margins
(e.g., 0.45− 0.4 = 0.05). The strategy selects doc-
uments with low aggregated margins (Settles, 2009;
Şapci et al., 2023).

Entropy Confidence uses the Shannon entropy to
quantify the expected information gain. The strat-
egy selects documents with a high entropy (Yao et al.,
2020; Şapci et al., 2023).

Max Tag Count sums the number of entities the
model predicts in a document (label different from the
O-tag). The strategy favors documents with many en-
tities because the authors hypothesize that the infor-
mation gain is higher (Esuli et al., 2010).

Round Robin by Label strives to achieve a bal-
anced distribution of labels in the batches. The strat-
egy employs a round-robin approach to select docu-
ments based on their labels. The strategy maintains a
score for each label per document. This differs from
the previous strategies, which compute a single score
per document (Esuli et al., 2010).

Fluctuation of Historical Sequence measures the
uncertainty over the last n predictions (historical)
instead of only considering the current prediction.
The authors define a formula for a weighted sum of
the current confidence and the historical confidence
scores. The intuition is that volatile confidence scores
indicate a higher impact on the learning process than
stable ones because they might influence the decision
boundary (Yao et al., 2020).

Tag Flip of Historical Sequence measures the in-
stability of the model’s decisions for a document. It
counts the label changes (tag flip) for each token in
a document across the last n predictions. Documents
with many flips can be an indicator to influence the
decision boundaries and, therefore, are beneficial for
the training process (Zheng et al., 2018).

Exploration Strategies.
Diversity embeds the dataset into a vector space

and precomputes pair-wise cosine similarities. The
strategy selects data points that are most dissimilar to
already labeled data points. In that way, the dataset
should be diverse (Chen et al., 2015).

Maximum Representativeness-Diversity extends
the previous strategy by adding the condition to not
only select data points that are most dissimilar to al-
ready labeled data points (diversity) but also most
similar to unlabeled documents (representative). The
authors (Kholghi et al., 2015) use the product of the
diversity and the representative score as document
score.

K-Means Cluster Centroids embeds the data
points into a vector space and clusters them with the
k-means algorithm. The strategy selects data points
nearest to cluster centroids (Van Nguyen et al., 2022).
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Table 2: Overview of the seven selected corpora: Besides the domain as a selection criterion, the characteristics highlighted
in bold also served as criteria. The row number of labels also states information about the label balance.

Corpus CoNLL03 MedMent. JNLPBA SCIERC WNUT16 GermEval AURC7

Domain News Medicine Bio-
medicine

Scientific
papers

Twitter
posts

Encyclo-
pedia Politics

MATTR 0.96 0.77 0.9 0.79 0.95 0.96 0.89
Size (s=sample,
t=token)

20744 s
� 15 t

4392 s
� 275 t

22402 s
� 26 t

500 s
� 131 t

7244 s
� 18 t

31300 s
� 19 t

7977 s
� 27 t

# of labels 4 (unbal.) 1 (bal.) 5 (unbal.) 6 (unbal.) 10 (unbal.) 3 (unbal.) 2 (bal.)
Language English English English English English German English
Data ratio
without labels 0.205 0 0.113 0.002 0.537 0.411 0.436

# of labels
per sample 1.691 80 2.674 16.188 0.771 1.206 0.634

Hybrid Strategies.
Representative LC sequentially applies an explo-

ration and then an exploitation strategy. At first, the
exploration strategy selects data points that represent
the unlabeled documents best. The least confidence
strategy selects data points from this subset the model
is most uncertain about (Kholghi et al., 2017).

Information Density uses a combination of the
representative and the entropy strategy. For each doc-
ument, the strategy independently computes the co-
sine similarity with the unlabeled dataset and the en-
tropy score. Afterward, the product of these scores
represents the document (Settles and Craven, 2008).

5 EXPERIMENTAL SETUP

We conducted four experiment series, which are il-
lustrated in Figure 3: The results of the first three pre-
series led to our standard series, which we applied to
all strategies. For all experiment series, we defined
two test concepts:

Performance Tests: measure the F1 macro score at
each iteration of the AL cycle. Following each
data proposal, ALE retrains the model on the
growing training corpus and evaluates the model
on the corresponding complete and immutable
test corpus. The scores are averaged across the
seed runs (Table 1). Good-performing AL strate-
gies show a steeper increase than the randomizer
in model performance (see Figure 5).

Variance Tests: measure the variance and standard
deviation of the F1 macro scores for each iteration
of the AL cycle across the seed runs (Table 1). AL
strategies with lower variance are preferable be-
cause they do not seem to be sensitive to random
processes. We also call strategies fulfilling this
characteristic robust.

The Model Architecture series explored various
models from the RoBERTa family (Liu et al., 2019),
taking into account the large number of experiments
and their associated runtime. To ensure reliable con-
fidence estimates, we tested label smoothing (Wang
et al., 2021) and a CRF layer (Liu et al., 2022). La-
bel smoothing yielded better model calibration. In
the Seed Settings series, we assessed the number of
seed runs required to obtain stable variance and per-
formance estimates. Additionally, in Aggregation
Methods, we evaluated different aggregations for un-
certainty strategies, selecting only the most effective
ones for use in the Comprehensive Comparison: We
summarize the main parameters as follows: We use
the Distil RoBERTa Base model(Liu et al., 2019; Sanh
et al., 2020)5 with label smoothing of 0.2. To realize
a fair comparison between the different strategies, we
set fixed hyperparameters for the model. Therefore,
we always used 50 training epochs, a learning rate of
2e− 5, and a weight decay of 0.01 as recommended
by (Liu et al., 2019; Kaddour et al., 2023). We used
a batch size of 64. For ALE we use 3 seed runs for
performance tests and 20 seed runs for variance tests.
We chose the step size per corpus so that each data
proposal delivers a similar amount of tokens.

At this stage, we use only the best-performing ag-
gregation method for the uncertainty strategies found
in the pre-series Aggregation Methods. This results in
12 strategies. For each strategy, we run 2 variance
tests and 7 performance tests. For the randomizer
baseline, we only conducted the performance tests.
This results in 115 single experiments.

We used a workstation with 96 CPU cores and
3 Nvidia Quadro RTX 8000, each with 48GB of
VRAM. The experiments took about 720 hours (30
days).

5https://huggingface.co/distilbert/distilroberta-base
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Model Architecture Aggregation Methods
Comprehensive 

Comparison

Proof of concept (PoC)
Estimate runtimes, and 

model size of RoBERTa

RoBERTa Base

Model Test
Evaluate runtimes, 

performance, batch size, 

distilled RoBERTa

Distil RoBERTa Base 

Evaluate Calibration
Label Smoothing vs.

CRF Layer

Label smoothing (0.2)

Performance Test
Evaluate each uncertainty 

strategy with each agg. 

method

Entropy: max/std, 

LC & Margin: min/avg

Variance Test
Evaluate robustness for 

each strategy combination

Entropy: max, 

LC & Margin: min

Variance Test
On 2 corpora 

(CoNLL 2003 & MedMentions)

Performance Test
On 7 corpora (SCIERC, AURC-8, 

WNUT16, GermEval, JNLPBA, 

CoNLL 2003, MedMentions)

Exploitation:

• Least Confidence

• Margin Confidence

• Entropy Confidence

• Max Tag Count

• Round Robin by Label

• Fluctuation of Hist. Seq.

• Tag Flip of Hist. Seq.

Exploration

• Diversity

• Max. Representativeness-Diversity

• K-Means Cluster Centroids

Hybrid

• Representative LC

• Information Density

Pre-Experiment 

Series

Pre-

Experiment

Result

Legend:

Experiment 

Series

Seed Settings

PoC: 

Variance Test
Estimate number of seed 

runs for robustness test

20

PoC: 

Performance Test
Estimate number of seed 

runs for performance test

3 Experiment

Pre-Series Standard Series

Figure 3: Process to derive our standard evaluation setting, which was applied to each selected strategy.

6 RESULTS

The following sections describe our results regarding
the performance, robustness, and data bias of the con-
sidered AL strategies.

6.1 Performance and Robustness
Comparison

We assessed the performance with two methods: Area
under the learning curve (AUC) and Wilcoxon Signed-
Rank Test (WSRT). AUC serves as an empirical mea-
sure to compare different strategies with each other
based on the F1 macro score depending on the number
of data points (see Figure 5). The larger the area under
the curve, the better the strategy (Settles and Craven,
2008). The authors of (Rainio et al., 2024) recom-
mend the WSRT to compare two models with each
other based on evaluation metrics (here F1 macro
score). We use it to determine which strategies are
statistically significantly better than the randomizer.
Then, AUC ranks these AL strategies. Figure 4 de-
picts the performance of each strategy and corpus. In
the following, we call each combination of AL strat-
egy and corpus a use case (single cell in the figure),
and a domain is represented by a corpus and consti-
tutes a row in the figure.

Exploration strategies show the smallest benefit.
Among the selected subset of strategies — diversity
(diversity), representative (k means bert), and their
combination (rep diversity) — the combination per-
formed best across various domains, improving 5 out
of 7 use cases, while the other two improved only 3 to

4 use cases. A more extensive evaluation of further
exploration strategies could provide deeper insights
into this area.

The selected hybrid approaches have shown sim-
ilar performance. Both improved 6 out of 7 use
cases. The sequential approach (representative LC)
was slightly better.

Among the exploitation strategies, three exhibit
strong performance (fluctuation history, tag count,
and tag flip), especially for the corpora GermEval and
JNLPBA. Across the domains, they improved 6 out
of 7 use cases. The other strategies show a moder-
ate impact. Based on these results, it seems helpful
to use historical information (fluctuation or flips) and
documents with many entities (tag count).

We compared the hybrid strategies and their un-
derlying exploitation methods. The integration of an
exploitation approach with an exploration approach
appears to extend the coverage across the use cases.
For instance, the representative LC strategy, which
utilizes the least confidence strategy, improved perfor-
mance in 6 out of 7 use cases. When least confidence
is applied alone, it improved 4 out of 7 use cases. A
similar pattern is observed with information density,
where the combination of entropy and density infor-
mation demonstrates enhanced efficacy.

From the domain perspective, we made the fol-
lowing observations: None of the strategies is suit-
able for AURC-7 and Medmentions. AURC-7 is a
balanced corpus with argumentation documents: each
argument follows a counter-argument. Medmentions
has a very high average number of entities per docu-
ment (80) with only one label. In both cases, the ran-
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Figure 4: The chart displays the performance of each strategy compared to the randomizer on each corpus. White areas
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indicate statistically significant gains. The darker the shade, the better the strategy performed against the randomizer measured
by AUC differences. The AUC differences are depicted in each cell.
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Figure 5: Mean F1 macro score on the JNLPBA test corpus.
The score is averaged across three seed runs depending on
the number of data points used for training (Entropy is al-
most fully covered by the least confidence strategy).

dom selection might gain sufficient information and
cannot be improved with AL.

The strongest impact was detected for GermEval
and JNLPBA, which represent the largest corpora in
our test suite. See Figure 5 for the learning curves
for JNLPBA as an example. Although the size of
CoNLL2003 is similar to JNLPBA, we cannot see the
same improvement for CoNLL2003. For GermEval
and WNUT every strategy performs better than the
randomizer.

We assessed the strategies’ robustness via the
standard deviation (see Section 5). We require that
the random processes in the training process or the
selection of the initial subset should not significantly
impact good-performing strategies. The results show
that the two best-performing strategies (fluctuation
history and tag count) are also the most robust strate-

gies. The least robust strategies are information den-
sity, representative LC, and diversity.

6.2 Bias Comparison

We also assessed the data bias and the amplification
by the strategies. Inspired by (Hassan and Alikhani,
2023) on classification tasks, we extended their ap-
proach to ER. They showed that unequal label distri-
butions infer a data bias. The authors compare the in-
herent label distribution of the corpora with the error
distribution of the trained model. Good AL strategies
should not introduce high error rates for low-frequent
labels. We derived the following formula to measure
the bias in our use case. Requirements:

(I) Compute the error errl (analog to accuracy) for
each label l except the O-tag. (II) Compute the nor-
malized data distribution dl per label l, so that you
obtain values from the interval [0,1] per label.

The bias per label is defined as:

bl =−errl · log(dl)

Errors associated with low-frequency labels tend
to exacerbate bias more significantly than those linked
to high-frequency labels. This measurement of bias is
effective only as a comparative score within the same
corpus and cannot be applied nominally across differ-
ent corpora.

Our findings indicate that the strategies with the
least susceptibility to bias are tag count and fluctua-
tion history. In contrast, the strategies most amplify-
ing bias include random selection, representative di-
versity, and diversity strategies. We hypothesize that
the random selection strategy amplifies data bias be-
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cause it mirrors the inherent data distribution. Con-
versely, strategies like tag count or fluctuation history
appear to select beneficial subsets of data, thereby
mitigating errors in low-frequency labels. This is also
illustrated in Figure 5, where these strategies outper-
form random selection even in the region where the
data sets begin to converge (∼ 10k documents), fur-
ther demonstrating their efficacy in reducing bias.

7 CONCLUSION

This paper conducted a comparative performance
analysis of Active Learning (AL) strategies in the con-
text of entity recognition (ER). Based on a systematic
selection of corpora and strategies, guided by a com-
prehensive scoping review, we conducted 115 exper-
iments within a standardized evaluation setting. Our
assessment referred to both performance and runtime.
We identified conditions where AL achieved signifi-
cant improvements, as well as situations where its re-
sults are more limited. Two strategies came out as
clear winners: tag count and fluctuation history.

Future work may expand the evaluation to a
broader range of AL strategies and corpora, includ-
ing those that do not adhere to the rigorous construc-
tion standards of benchmark datasets, to explore their
specific challenges.
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Abstract: We introduce the Overall Performance Index (OPI), an intrinsic metric to evaluate retrieval-augmented genera-
tion (RAG) mechanisms for applications involving deep-logic queries. OPI is computed as the harmonic mean
of two key metrics: the Logical-Relation Correctness Ratio and the average of BERT embedding similarity
scores between ground-truth and generated answers. We apply OPI to assess the performance of LangChain,
a popular RAG tool, using a logical relations classifier fine-tuned from GPT-4o on the RAG-Dataset-12000
from Hugging Face. Our findings show a strong correlation between BERT embedding similarity scores
and extrinsic evaluation scores. Among the commonly used retrievers, the cosine similarity retriever using
BERT-based embeddings outperforms others, while the Euclidean distance-based retriever exhibits the weak-
est performance. Furthermore, we demonstrate that combining multiple retrievers, either algorithmically or
by merging retrieved sentences, yields superior performance compared to using any single retriever alone.

1 INTRODUCTION

A RAG system typically consists of two major com-
ponents: Indexing and Retrieval. The former is re-
sponsible for indexing a reference text document be-
fore any queries are made to it. The latter is responsi-
ble for retrieving relevant data from the indexed docu-
ment in response to a query and passing that informa-
tion, along with the query, to a large language model
(LLM) to generate an answer. The Retrieval compo-
nent is typically a framework that supports a variety
of retrieval methods, each referred to as a retriever.

To assess the effectiveness of a retriever in un-
covering the logical relationship for an answer to a
query with respect to the reference document, we in-
troduce the Overall Performance Index (OPI). This
metric measures both the correctness of the answers
generated by an LLM and the accuracy of the logi-
cal relations produced by a classifier. The OPI is cal-
culated as the harmonic mean of the BERT embed-
ding similarity between ground-truth and generated
answers, and the logical-relation correctness ratio.

To demonstrate the effectiveness of the OPI met-
ric, we use the RAG-Dataset-12000 provided by Hug-

a https://orcid.org/0000-0001-8524-0123
b https://orcid.org/0009-0005-0919-5793
c https://orcid.org/0000-0003-1483-2783
∗ This work was supported in part by Librum Tech-

nologies, Inc.

ging Face (D.H., 2024) as the training and testing
dataset. We fine-tune GPT-4o to construct a classi-
fier to generate logical relations between a query and
an answer, with respect to the reference document.
We then evaluate LangChain (LangChain, 2024), a
popular RAG tool, with seven common retrievers, ex-
tracting relevant sentences from the reference docu-
ment for each query. Using GPT-4o as the underlying
LLM, we generate an answer to the query and use the
fine-tuned GPT-4o classifier to generate a logical re-
lation.

To rank retrievers, we calculate the average OPI
score across all 13 logical relations provided in RAG-
Dataset-12000. We then use OPI to analyze the
strengths and weaknesses of individual retrievers.
Moreover, we demonstrate that several variations of
combining multiple retrievers, either algorithmically
or by merging retrieved sentences, outperform a sin-
gle retriever alone.

2 PRELIMINARIES

The technique of RAG was introduced by Lewis et
al. (2020) (Lewis et al., 2020) a few years before the
widespread adoption of LLMs. The performance of
a RAG system relies on the quality of the underlying
retriever and the ability of the underlying LLM.
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LangChain is a popular RAG tool, which divides
a reference document into overlapping text chunks of
equal size. The suffix of each chunk overlaps with the
prefix of the next.

To the best of our knowledge, no previous re-
search has comprehensively evaluated the perfor-
mance of RAG systems in the context of deep-logic
question answering.

Given below are seven common sentence retriev-
ers supported by LangChain:

DPS (dot-product similarity) converts a query and
a text chunk as BERT-based (Devlin et al., 2018) em-
bedding vectors and compute their dot product as a
similarity score. It returns k chunks with the highest
scores to the query. (DPS in LangChain is referred to
as Cosine Similarity.)

kNN (k-Nearest Neighbors) in LangChain is the
normalized dot-product similarity by the L2-norm,
which is widely referred to as the cosine similarity.
It returns k chunks with the highest cosine similarity
scores to the query.

BM25 (Robertson and Zaragoza, 2009) is a prob-
abilistic information retrieval model that ranks docu-
ments based on the term frequency in a chunk and the
inverse chunk frequency in the reference document.
Let q be a query, T a chunk of text, f (ti,T ) the fre-
quency of term ti in T , |T | the size of T , avgTL the
average chunk length, N the total number of chunks,
and n(ti) the number of chunks that contain ti. Then
BM25(q,T ) is defined by

BM25(q,T ) =
n

∑
i=1

ln
(

N−n(ti)+0.5
n(ti)+0.5

+1
)
·

( f (ti,T ) · (κ+1))

f (ti,T )+κ · (1−b+b · |T |avgTL )
,

where κ and b are parameters. Return k chunks of text
with the highest BM25 scores to the query.

SVM (Support Vector Machine) (Cortes and Vap-
nik, 1995) is a supervised learning model that finds
the hyperplane that best separates data points in a
dataset. To use SVM as a retriever, first represent
each chunk of text as a feature vector. This can be
done using word embeddings, TF-IDF, or any other
vectorization method. Then use the labeled dataset
to train an SVM model. Convert the query into the
same feature vector space as the chunks. Apply the
SVM model to the query vector to produce a score
that indicates how similar the query is to each chunk.
Extract k chunks with the highest scores.

TF-IDF (Sammut and Webb, 2011) measures the
importance of a word in a chunk of text relative to the
set of chunks in the reference document, combining
term frequency and inverse chunk frequency. In par-
ticular,

TF-IDF(t,T ) = TF(t,T )× IDF(t),
where t is a term, T is a chunk, and IDF(t) is the
inverse chunk frequency of t. Given a query q, select
k chunks with the highest TF-IDF(q,T ) values.

MMR (Carbonell and Goldstein, 1998) is a re-
trieval algorithm that balances relevance and diver-
sity in the selection of k chunks. It iteratively selects
chunks that are both relevant to the query and min-
imally redundant with respect to the chunks already
selected.

EDI (Euclidean Distance) (Bishop, 2006) mea-
sures the straight-line distance between a query and
a chunk, represented in bag-of-words vectors. Return
k chunks with the shortest distance to the query.

A data point in RAG-Database-12000 contains the
following attributes: ‘context’, ‘question’, ‘answer’,
‘retrieved sentences’, ‘logical relation’, where ‘con-
text’ is the reference document. There are thirteen
categories of logical reasoning in the dataset. Their
names, abbreviations, descriptions, and the distribu-
tion of counts are presented in Table 1. All but the
last category involve deep logical reasoning, mean-
ing that arriving at the correct answer requires com-
plex, multi-step processes involving multiple con-
cepts, facts, or events extracted from the content. The
table includes eleven specific types of deep reasoning,
with an additional category for general deep reason-
ing, referred to as multi-hop reasoning.

3 OVERALL PERFORMANCE
INDEX

Let A and LR denote, respectively, the ground-truth
answer and logical relation to the question with re-
spect to the question Q, the context C, and the re-
trieved sentences S. Let A′ and LR′ denote, respec-
tively, the answer and the logical relation generated
by a RAG system with an LLM. We represent A and
A′ using BERT embeddings and compute the cosine
similarity of the embeddings.

For a given dataset D with respect to a particu-
lar logical relation LR, let BERTSimD denote the av-
erage BERT similarity scores of all (A,A′) pairs and
LRCRD (logical-relation correctness ratio) denote the
proportion of data points where the predicted logical
relation matches LR. Namely,

LRCRD =
|{d ∈ D | LR = LR′}|

|D| (1)

The OPI for dataset D is defined by the follow-
ing parameterized harmonic mean of BERTSimD and
LRCRD, similar to defining the F-measure (Lewis and
Gale, 1994).
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Table 1: Information of logical relations.

OPI(β)D =
(1+β2) ·BERTSimD ·LRCRD

(β2 ·BERTSimD)+LRCRD
. (2)

OPI(1)D weighs answer accuracy and logical re-
lation accuracy equally. OPI(β)D weighs answer ac-
curacy more heavily when β > 1 (e.g., β = 2), and
weighs logical relation accuracy more heavily when
β < 1 (e.g., β = 0.5).

When there is no confusion in the context, the sub-
script D is omitted. Denote OPI(1) as OPI-1, OPI(2)
as OPI-2, and OPI(0.5) as OPI-0.5.

In addition to BERTSim, other metrics may be
used to measure the similarity between the generated
answer and the ground-truth answer, such as Hugging
Face’s MoverScore, as applied in the study of con-
tent significance distributions of text blocks in a doc-
ument (Zhou and Wang, 2023). We choose BERT-
Sim because MoverScore uses IDF to compute word
weights, which is better suited for extractive answers
but less appropriate for generative answers produced
by LLMs.

Experimental results show that the BERTSim met-
ric aligns well with the outcomes of extrinsic compar-
isons of the ground-truth answers with the generated
answers (see Section 4.2 for details).

In what follows, we will use OPI-1 as the default
intrinsic measure to study the performance of RAG
systems for answering deep-logic questions.

4 EVALUATION

As seen in Table 1, the data points in RAG-Dataset-
12000 are unevenly distributed across the 13 logical
relations, with significant disparities, such as only 106
data points in Fuzzy Reasoning compared to 6,920
data points in Direct Matching. To fine-tune GPT-4o

and construct a classifier for identifying logical rela-
tions, a balanced dataset is preferred. To achieve this,
we randomly select 100 data points from each logical
relation category, forming a new dataset called RAG-
QA-1300 that consists of 1,300 data points. This
dataset is then split with an 80-20 ratio to create a
training set and a test set.

Fine-tuning was performed by combining the con-
text, question, and answer from each data point into
a cohesive input text, labeled with its corresponding
logical relation. The process involved approximately
800 training steps, resulting in a validation loss of
10−4. This specific checkpoint was selected for its
optimal performance.

The fine-tuned GPT-4o classifier for logical rela-
tions significantly improves the accuracy to 75.77%
on the test set, compared to 49.23% when using GPT-
4o out-of-the-box without fine-tuning.

We used LangChain with the seven common re-
trievers mentioned in Section 2. We used GPT-4o to
generate answers and the fine-tuned GPT-4o classifier
to generate logical relations. LangChain supports a
wide range of retrievers and allows for the seamless
integration of pre-trained LLMs.

4.1 Intrinsic Evaluation

We set the chunk size to 100 (words) with a chunk
overlap of 20 % in the setting of LangChain, where
paragraph breaks, line breaks, periods, question
marks, and exclamation marks are set to be the sep-
arators. These settings were fed into the LangChain
function RecursiveCharacterTextSplitter to
split a reference document into chunks, where each
chunk contains up to 100 words, ending at a specified
separator to break naturally such that the chunk is as
large as possible, and adjacent chunks have a 20%
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Table 2: Intrinsic comparisons across all logical relations, where “Retr” is an abbreviation of Retriever, “B” stands for
BERTSim, “L” for LRCR, and “O-1” for OPI-1.

overlap.
We used the default settings for each retriever

to return four chunks in the context with the best
scores—highest for similarity and ranking measures,
smallest for distance measures—from the underlying
retriever as the most relevant to the query. We then
converted the four chunks extracted by the retriever
back into complete sentences as they appeared in the
original article. These sentences and the query were
then fed to GPT-4o to generate an answer. Moreover,
we instructed GPT-4o to determine the logical rela-
tionship for the answer with respect to the input text.

We consider the accuracy of the generated an-
swers and logical relations to be equally important.
Table 2 presents the evaluation results of OPI-1 on
the test data of RAG-QA-1300. The OPI-1 score with
respect to each retriever is calculated for each set of
data points of the same logical relation. The average
OPI-1 score for each retriever across all logical rela-
tions is calculated by

OPI-1 =
2/|L| ·∑ℓ∈L BERTSimℓ ·∑ℓ∈L LRCRℓ

∑ℓ∈L BERTSimℓ+∑ℓ∈L LRCRℓ
, (3)

where L is the set of the 13 logical relations, and
BERTSimℓ and LRCRℓ denote, respectively, the cor-
responding BERTSim score and LRCR value for the
logical relation ℓ.

An alternative is to calculate the average OPI-1
score across all logical relations. While this differs
slightly from Formula (3), the difference is minimal.

We prefer Formula (3) for practical efficiency, as it
bypasses the need to compute individual OPI-1 scores
for each logical relation when these scores are not
needed in applications, streamlining the process and
reducing unnecessary computations.

4.2 Extrinsic Evaluation

The extrinsic evaluation uses a 0-3-7, 3-point scoring
system to score A′ for each pair (A,A′), where A is the
ground-truth answer and A′ is the answer generated
directly by GPT-4o based on the question Q and the
extracted sentences in the corresponding data point.
The scoring system works as follows:

• A′ receives 7 points if it exactly matches the mean-
ing of A.

• A′ receives 3 points if it partially matches the
meaning of A, with or without extra information
not contained in A.

• A′ receives 0 points if there is no meaningful
match.

This scoring system was designed to simplify extrin-
sic evaluation while widening the gaps between per-
fect, partial, and no matches, providing a more nu-
anced assessment compared to the traditional 1-2-3,
3-point scoring system. The intention is to create
a ranking with greater discrepancy between scores,
enabling clearer differentiation of performance levels
and allowing for more meaningful comparisons.
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Given below are examples of each scenario.

• 7 points: A′ receives 7 points if A and A′ have
exactly the same meaning, with neither additional
nor missing information. For example, the follow-
ing A′ using DPS is a 7-point answer.
– Q: What is the debate about what Desmond

said in the context?
– A: The debate is about what Desmond said to

Locke, specifically whether he said “snowman”
or “silhouette”.

– A′: The debate is about whether Desmond said
“snowman” or “silhouette”.

• 3 points. A′ receives 3 points in either of the fol-
lowing two cases:
Case 1: Extra information. A′ matches the mean-
ing of A, but includes additional information not
present in A. For example, the following A′ using
MMR receives 3 points for the reason that A′ con-
tains extra information that the Ford GT40 was
produced in limited runs from 1964 to 1969.
– Q: What was the reason behind the creation of

the Ford GT40?
– A: The Ford GT40 was created as a result of

a grudge between Henry Ford II and Enzo Fer-
rari. After a failed attempt to acquire Ferrari,
Henry Ford II decided to compete against Fer-
rari in the prestigious 24 Hours of Le Mans
race. To break Ferrari’s dominance in the race,
Ford’s chief engineer, Roy Lunn, came up with
the concept of the GT40.

– A′: The Ford GT40 was born out of a rivalry be-
tween Henry Ford II and Enzo Ferrari. After a
failed attempt to acquire Ferrari, Henry Ford II
resolved to challenge Ferrari in the prestigious
24 Hours of Le Mans race. To disrupt Ferrari’s
dominance, Ford’s chief engineer, Roy Lunn,
conceived the idea for the GT40. It was pro-
duced in limited runs from 1964 to 1969.

Case 2: Partial match. The meaning of A′ partially
overlaps with the meaning of A, but not fully. For
example, the following A′ generated using BM25
receives 3 points. Reason: A′ clearly leaves out
information that the Ford GT40 was conceived by
Ford’s chief engineer, Roy Lunn.
– Q: What was the reason behind the creation of

the Ford GT40?
– A: See Case 1 above.
– A′: The reason behind the creation of the Ford

GT40 was to compete against Ferrari in rac-
ing events, as evidenced by Ford’s continued
efforts to improve the GT40 and best the Ital-
ians.

• 0 points: A′ receive 0 points if A and A′ are distinct
from each other with no overlap in meaning. For
example, the following A′ generated through EDI
receives 0 points.

– Q: What was the reason behind the creation of
the Ford GT40?

– A: See Case 1 above.
– A′: The Ford GT40 was created to take full ad-

vantage of the benefits associated with a mid-
engine design, including a slinky aerodynamic
shape and benign handling characteristics.”

Table 3 shows the average scores of comparing
answers by freelance annotators as well as the cor-
responding BERTSim scores. The integers in the row
below the row of evaluation scores represent the re-
spective rankings.

Table 3: Evaluation scores by extrinsic evaluation and in-
trinsic BERTSim metric with rankings, where “Extr” stands
for “extrinsic evaluation” and “Intr” for “intrisic evalua-
tion”.

It is evident that the extrinsic evaluation scores
align well with the BERTSim scores, demonstrating
consistency in ranking. In particular, both evaluations
are in complete agreement for the 2nd, 5th, 6th, and
7th places, with only minor variations in the other
rankings. For instance, MMR is ranked 1st by extrin-
sic evaluation and 3rd by BERTSim, which is quite
close. Similarly, TF-IDF is ranked 2nd by extrinsic
evaluation and 4th by BERTSim. Notably, DPS, kNN,
and TF-IDF all share the 2nd rank in extrinsic evalu-
ation, likely due to the coarseness of human annota-
tion. Since DPS and kNN are essentially the same
measures, they should logically be ranked closer to
each other than to TF-IDF. Therefore, the extrinsic
rank of TF-IDF, while differing slightly from BERT-
Sim, can still be considered reasonably aligned. Over-
all, this suggests a strong correlation between the two
evaluation methods.

4.3 Combining Multiple Retrievers

LangChain supports combining multiple retrievers
into a new retriever. We use the default setting to
return four chunks for each combination. This ap-
proach diversifies the retrieved content from the ref-
erence document, potentially improving overall per-
formance.
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Table 4: Evaluation results of various combinations of retrievers and sentences.

As examples, we combine all seven retrievers, de-
noted as A-Seven; three retrievers with the highest
OPI-1 scores: kNN, DPS, and TF-IDF, plus MMR for
its strength in balancing relevance and diversity, de-
noted as A-Four; and two retrievers with the highest
OPI-1 scores: kNN and DPS, denoted as A-Two.

We may also combine the sentences retrieved by
individual retrievers, removing any duplicates, and
use the remaining set of sentences with the corre-
sponding questions to generate answers and logical
relations. Let S-Seven, S-Four, and S-Two denote the
sets of sentences obtained this way by the correspond-
ing retrievers as in A-Seven, A-Four, and A-Two.

The experimental results of both types of combi-
nations are shown in Table 4.

5 ANALYSIS

We first analyze the performance of individual retriev-
ers, followed by examining the combinations of re-
trievers and the sentences retrieved by multiple re-
trievers.

5.1 Individual Retrievers

For each retriever, we first analyze the performance
for each logical relation individually and then assess
the overall performance across all logical relations.

5.1.1 Individual Logical Relation

We use the OPI-1 scores to help identify the strengths
and weaknesses of individual retrievers across the 13
logical relations. For example, as seen in Table 2,
almost all retrievers tend to perform the worst on ad-
versarial reasoning, followed by fuzzy reasoning. For
other logical relations, the performance of retrievers
varies, indicating that certain retrievers may be more
suited to specific types of reasoning tasks while strug-
gling with others. For example, even for the worst-
performing retriever, EDI, which consistently ranks
the lowest in both extrinsic and intrinsic evaluations
of answer accuracy as seen in Table 3, it still per-
forms best on deductive reasoning. This suggests that
while EDI may generally be less effective across var-
ious logical relations, it has a particular strength in
handling tasks that involve deductive reasoning. This
example highlights the nuanced performance of re-
trievers, where even a generally weaker retriever can
excel in specific logical tasks. This variability in per-
formance highlights the importance of selecting the
appropriate retriever.

5.1.2 Across all Logical Relations

The average OPI-1 scores provide a means to iden-
tify, across all 13 logical relations, which retrievers
are more suitable for specific tasks and which retriev-
ers should be avoided. For example, as shown in Ta-
ble 2, EDI has the lowest and SVM the second-lowest
average OPI-1 scores, indicating they should gener-
ally be avoided. This is likely due to the limitations of
the underlying features used to compute SVM scores
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and the coarseness of L2-norms when representing
text chunks as bag-of-word vectors, which may fail
to capture the nuanced relationships required for deep
logical reasoning tasks.

On the other hand, kNN has the highest and DPS
the second-highest average OPI-1 scores, indicating
that these retrievers would be the best choices for an-
swering deep-logic questions. kNN (cosine similar-
ity) and DPS are similar measures, with kNN being a
normalized version of DPS, which explains their com-
parable performance. However, kNN takes slightly
more time to compute than DPS, as DPS is the fastest
among all seven retrievers—dot products are the sim-
plest and quickest to compute compared to the opera-
tions used by other retrievers.

The MMR retriever allows GPT-4o to generate
better answers across all logical relations, as shown
in Table 3 . However, it does not perform as well in
producing the correct logical relations. This discrep-
ancy may be attributed to MMR’s focus on balanc-
ing relevance and diversity in retrieved content, which
improves answer quality but doesn’t necessarily align
with capturing accurate logical relations.

BM25 is in general more effective for retrieving
longer documents in a document corpus with the de-
fault parameter values for κ and b. However, to re-
trieve sentences from an article, it was shown that
BM25 would should use different parameter values
(Zhang et al., 2021). This explains why BM25 is the
second worse for generating answers as shown in Ta-
ble 3 by both extrinsic and intrinsic evaluations. It is
not clear, however, why it produces a relatively higher
LRCR value.

TF-IDF’s performance falls in the middle range,
which is expected. As a frequency-based approach, it
may struggle to capture deeper semantic information,
but it remains relatively effective because it retains
lexical information, ensuring that important terms are
still emphasized in the retrieval process.

5.2 Performance of Various
Combinations

We first analyze the performance of combinations of
retrievers versus individual retrievers, followed by an
analysis of combining retrievers algorithmically ver-
sus combining sentences retrieved by individual re-
trievers within the combination.

5.2.1 Combinations vs. Individuals

It can be seen from Table 4 that A-Seven outperforms
A-Four, which in turn outperforms A-Two. A similar
ranking is observed with S-Seven, S-Four, and S-Two.

Moreover, both A-Seven and A-Four are substantially
better than the top performer, kNN, when only a sin-
gle retriever is used (see both Tables 2 and 4). A simi-
lar result is observed with S-Seven and S-Four, where
combining more retrieved sentences from different re-
trievers also enhances performance, reinforcing the
benefits of increased diversity in the retrieval process.
These results all confirm the early suggestion that
combining more retrievers generally enhances perfor-
mance in both algorithmic and sentence-based com-
binations, supporting the idea that diverse retrieval
methods contribute positively to the overall effective-
ness of the RAG system.

However, we also observe that some combina-
tions of retrievers may actually lead to poorer per-
formance compared to using the individual retrievers
alone. This is evident in the case of A-Two and S-
Two, the algorithmic and sentence combinations of
kNN and DPS, both result in slightly lower average
OPI-1 scores than kNN alone. This is probably due
to the fact that kNN and DPS are very similar mea-
sures, and combining them doesn’t significantly in-
crease diversity. Worse, the extra information pro-
vided through their combination seems to have led to
diminishing returns, negating the potential benefits of
combining retrievers to improve performance. This
phenomenon warrants further investigation.

Nevertheless, combining retrievers based on dif-
ferent retrieval methodologies could help increase di-
versity and, consequently, improve overall perfor-
mance. This is evident in the case of A-Seven and
S-Seven, which combine retrievers utilizing diverse
retrieval methods, as well as in A-Four and S-Four,
where MMR—a retrieval method that balances rel-
evance and diversity—complements kNN. By lever-
aging varied retrieval techniques, we can ensure that
a broader range of relevant content is retrieved, po-
tentially leading to greater accuracy and more robust
logical reasoning in the generated answers.

5.2.2 Combining Algorithms vs. Combining
Sentences

We compare the outcomes of combining retrievers at
the algorithm level versus the sentence level. Com-
bining retrievers at the algorithm level is a feature
supported by LangChain, which returns the same
default number of chunks before sentences are ex-
tracted. In contrast, combining retrievers at the
sentence level involves merging sentences retrieved
by individual retrievers, which may include more
sentences than the algorithmic combination, and so
should lead to a slightly better performance. This is
evident when comparing A-Four with S-Four and A-
Two with S-Two (see Table 4).
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However, having more sentences may not always
lead to improvement, as it can introduce conflict-
ing information. This is evident when comparing A-
Seven with S-Seven, where S-Seven has a lower av-
erage OPI-1 score than A-Seven. This is likely be-
cause A-Seven has already saturated the useful sen-
tences, while S-Seven introduces additional sentences
that negatively impact the average OPI-1 score.

In summary, these analyses suggest that, when
combining appropriate retrievers, both algorithmic
and sentence-level approaches offer performance im-
provements, with each method providing distinct ad-
vantages in terms of retrieval diversity and the quality
of generated answers. Selecting appropriate retrievers
requires a deeper understanding of the underlying re-
trieval mechanisms, making this an interesting topic
for further investigation.

6 FINAL REMARKS

This paper presents an effective intrinsic evaluate
method for the performance of RAG systems in con-
nection to question-answering involving deep logical
reasoning.

LangChain supports a wide range of retrievers
and allows users to integrate custom retrievers. Ad-
ditionally, there are numerous large language mod-
els (LLMs) such as the Gemini series (Google,
2024), LlaMA series (Meta, 2024), and Claude se-
ries (Claude AI, 2024), among others, as well as
various retrieval-augmented generation (RAG) tools
like LLAMAINDEX (LlamaIndex, 2024), HayStack
(Deepset, 2024), EmbedChain (EmbedChain, 2024),
and RAGatouille (AnswerDotAI, 2024). Evaluating
the performance of these models and tools, particu-
larly for answering deep-logic questions where iden-
tifying logical relations is essential, represents an in-
triguing direction for future research.

Regularly reporting the findings of such investi-
gations would significantly contribute to the advance-
ment of RAG technologies. Furthermore, we aim to
develop a tool that quantitatively assesses the depth of
logical relations in question-answering systems rela-
tive to the underlying context. This effort would ne-
cessitate the creation of a new dataset that annotates
the depth of each logical relation for every triple con-
sisting of a question, an answer, and a set of reference
sentences.
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Abstract: Osteoarthritis (OA) is a degenerative joint disease, with the knee the most frequently affected joint. Fifty 
percent of knee OA patients eventually undergo surgical procedures such as knee replacement to address pain 
and functional limitations. A significant number of these surgeries may be unnecessary, with intra-articular 
injections of hyaluronic acid (HA) serving as a non-invasive, cost-effective alternative. Although research 
studies have clearly demonstrated that HA improves knee function, the efficacy of this treatment remains 
controversial. Many physicians have observed that effects depend on several patient characteristics such as 
age, weight, gender, severity of the OA, and technical issues such as injection site and placement. In this study, 
a multi-stage, multi-group machine learning model is utilized to uncover discriminatory features that can 
predict the response status of knee OA patients to different types of HA treatment. The algorithm can identify 
certain subgroups of knee OA patients who respond well to HA therapy. The baseline results, based on factors 
such as patients’ weight, smoking status and frequency, identifies the patients most suitable for HA injection. 
The model can achieve more than 89% blind prediction accuracy. The data derived from this study allows 
physicians to administer HA products more selectively, resulting in a higher therapy success rate. Information 
on the predicted responses could also be shared with patients beforehand to incorporate their values and 
preferences into treatment selection. The model’s decision support tools also allow physicians to quickly 
determine whether a patient is exhibiting at least the expected treatment response, and if not, to potentially 
take corrective action. To the best of our knowledge, this work represents the first machine learning approach 
that predicts patient responses to HA injections for knee osteoarthritis. The model is generalizable and can be 
used to predict patient responses to other treatments and conditions.   

1 INTRODUCTION 

Osteoarthritis (OA) is a degenerative joint disease 
that can affect the many tissues of the joint. It is one 
of the most prevalent and costly chronic medical 
conditions. affecting more than 32.5 million adults in 
the United States (United States Bone and Joint 
Initiative 2018). During 2019–2021, 21.2% of U.S. 
adults (53.2 million) reported an arthritis diagnosis. 
(Elgaddal, et al., 2022; Fallon, et. al., 2023) and by 
2040, it is projected to increase to 78.4 million 
Americans.  

 
a  https://orcid.org/0000-0003-0415-4640 

Arthritis increasingly is reported as the main 
cause of disability among U.S. adults (Theis, K.A. et 
al., 2019). Annual direct medical care expenditures 
for osteoarthritis in the U.S. is estimated to exceed 
$495.5 billion (United States Bone and Joint Initiative, 
2019; Lo, et al., 2020). Worldwide, about 528 million 
people were living with osteoarthritis in 2019 (WHO 
2023, GBD 2019). It is estimated that those with OA 
pain lost 31% of productive time at work due to 
presenteeism and 8% due to absenteeism, compared 
to 16% and 4%, respectively, for those who did not 
report OA pain (Leifer et al., 2022).  
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There is no known cure for OA. Instead, 
treatments aim to reduce pain, maintain or improve 
joint mobility, and limit functional impairment.  
Treatments are usually non-operative, such as 
physical therapy, rest, modification of daily activities, 
analgesics, and anti-inflammatory medication. For 
individuals who desire or require a high level of 
physical activity, rest and activity reduction are not 
viable treatment options. Oral non-steroidal anti-
inflammatory drugs (NSAIDs) are often 
recommended, although frequent and serious adverse 
effects of NSAIDs have been reported (Zhang et al., 
2010, Salis and Sainsbury, 2024).  Over the past 25 
years, intra-articular injection of hyaluronic acid (and 
similar hyaluronan preparations) has emerged as an 
additional tool for managing the symptoms of OA for 
patients who fail to respond to other conservative 
treatments. However, controversies exist regarding 
its safety and efficacy, the number of injections and 
courses, type of preparation, duration of its effects, 
and combining it with other drugs or molecules 
(Chavda et al., 2022). Other factors include patient 
characteristics such as age, weight, gender, and 
severity of the OA. 

Knee OA happens when the cartilage in the knee 
joint breaks down, enabling the bones to rub together. 
The friction makes the knees hurt, become stiff, and 
sometimes swell. Knee OA is a leading cause of 
arthritis disability (Cui et al., 2020). Of significance 
for sport medicine, heavy physical activity, 
participation in high intensity contact sports, 
participation in certain elite level sports, and knee 
injury have all been linked to the development of knee 
OA (Chan, et al., 2020; Driban, et al., 2017; 
Lohmander, et al., 2007; McAlindon et al., 1999; 
Sharma, 2001; Spector et al., 1996; Turner, et al.,  
2000). Although it cannot be cured, treatments are 
available to slow its progression and ease the 
symptoms. Knee OA alone results in the loss of an 
average of 13 days of work per year (versus 3 days 
for those without Knee OA (Ayis & Dieppe, 2009).     

Knee osteoarthritis affects more than 14 million 
Americans, and its symptoms often lead to physical 
inabilities, disabilities, and all sorts of inconveniences 
for patients.  It is estimated that knee osteoarthritis is 
associated with approximately $27 billion in total 
healthcare costs every year, with about 800,000 knee 
surgeries performed annually. Specifically, 99% of 
these knee replacements are done to address pain and 
functional limitations (Barbour et al., 2017). In a 
multicenter longitudinal cohort study, it was reported 
that about one-third of knee replacements may be 
unnecessary (Riddle et al., 2014).  

The management of knee pain depends on the 
diagnosis, inciting activity, underlying medical 
conditions, body mass, and chronicity. In general, 
non-operative management is the mainstay of initial 
treatment and includes rehabilitation, activity 
modification, weight loss when indicated, shoe 
orthoses, local modalities, and medication.  The oral 
medication often prescribed is an analgesic, usually 
with anti-inflammatory properties. Supplements, 
such as chondroitin sulfate and glucosamine, have 
been shown to have a role.  Since 1997, the regimen 
has expanded to include viscosupplementation.  
These agents are preparations of hyaluronic acid or 
their derivatives (HA) which are sterilely injected into 
the knee. Although research studies have clearly 
demonstrated that HA improves knee function, the 
efficacy of this treatment remains controversial. 
Many physicians have observed that effects seem to 
depend on several patient characteristics, such as age, 
weight, gender, severity of the OA and technical 
issues such as injection site and placement (Mora et 
al., 2018).   

This study aims to answer an important question:  
whether different types of patients may respond 
differently to HA treatment.  Is it possible to identify 
certain subgroups of knee OA patients who respond 
well (or those who don’t) to HA therapy?  Further, we 
question whether it is possible prior to treatment to 
predict a patient’s response to HA injections based on 
patient and treatment characteristics.  Physicians 
could then make empirically informed decisions 
about whether to treat a particular patient with HA 
and perhaps which type of HA preparation is most 
likely to produce the best treatment response for that 
individual patient.   

The goal of this study is to evaluate which patient 
population, or patient characteristics, would benefit 
most from HA injection. Since at least 18% of out-
patient visits to military treatment facilities by active-
duty personnel are attributed to painful knee disorders, 
our study focuses on these patients. The study uses a 
prospective, double-blinded clinical trial. A multi-
stage, multi-group machine learning model (Lee et al., 
2016b; Lee, 2017; Lee & Egan, 2022; Lee et al., 2021, 
2023a, 2023b) described in Section 2.3 is used to 
uncover discriminatory patterns that can predict 
suitability of treatment and outcomes. The resulting 
predictive rule can be implemented as part of a 
clinical practice guideline for evidence-based 
intervention. The model enables physicians to 
administer HA products more selectively and 
effectively to the targeted population to maximize 
cost effectiveness and the percentage of patients who 
experience a successful HA injection.  
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2 METHODS AND STUDY 
DESIGN 

2.1 Patient Cohort, Treatment, and 
Outcome Measures 

2.1.1 Patient Data 

Three group of patients (active-duty military 
personnel, military retirees, and their families) 
through the Department of Orthopaedics at the Naval 
Medical Center Portsmouth were included. The 
cohort includes those between 18 and 65 who sought 
treatment for symptomatic osteoarthritis of the knee. 
All patients were evaluated by a board-certified 
orthopaedic surgeon. Each patient has had 
radiographic evidence of knee OA with a minimum 
Kellgren-Lawrence score of 1, has experienced 
symptoms for more than three months, has failed a 
minimum of three months of non-operative treatment, 
including, but not limited to, analgesic and anti-
inflammatory medication, cortisone injection, 
physical therapy, bracing, and/or heel wedge. The 
cohort excludes patients with precautions or 
contraindications for viscosupplementation, those 
who had a cortisone injection within the past three 
months, those who had prior HA injections at any 
point, those with a history of deep knee infection, 
those currently experiencing peripheral neuropathy, 
chondrocalcinosis, or knee ligament instability, and 
those who were candidates for knee surgery.   

Patients were randomly assigned to receive either 
Hylan G-F 20 (Synvisc®) [Sanofi Biosurgery, 
Cambridge, MA, USA], a high molecular weight 
(MW = 6000 kDa) cross-linked HA product derived 
from an avian source, or EUFLEXXA® 
[bioengineered 1% sodium hyaluronate (IA-BioHA); 
Ferring Pharmaceuticals, Inc., Parsippany, NJ], a 
medium weight (MW = 2400 - 2600 kDa) HA product 
derived from bacterial fermentation.   

Treatment allocations were randomly assigned by 
the study pharmacist using the 
RANDBETWEEN(0,1) function in Microsoft Excel.  
Physicians, physicians performing the injections, 
patients, and research personnel were blinded to 
treatment assignment. To maintain blinding, the 
pharmacy removed the original manufacturer's label 
prior to dispensing and relabelled with the protocol 
title, subject identifier and expiration date.  The two 
HA products had the same volume and color, so there 
was no ability to discern one from the other at the time 
of injection. 

During a baseline evaluation before the first 
injection, the following data were collected: 

 patient demographic data: age, sex, height, 
weight, BMI (as calculated from height and 
weight), and smoking history.  

 the Western Ontario and McMaster 
Universities Osteoarthritis Index (WOMAC; 
Bellamy, 2002) as a measure of knee OA 
symptoms and functioning.  

 the RAND-36 (Hays et al., 1993) as a measure 
of general health status.  

 the MARX Knee Activity Rating Scale (Marx 
et al., 2001) to assess activity level  (running, 
deceleration, cutting (changing directions 
while running) and pivoting.  

 patient-rated health conditions (a) using a 
comorbidity questionnaire (Sangha et al., 
2003) and (b) quality of life as measured by the 
EuroQOL EQ-5D (Brooks, 1996).   

 a patient-completed Arthritis Self-Efficacy 
Scale (Lorig et al., 1989), an eight-item 
instrument that assesses patient’s perceived 
ability to manage arthritis symptoms. 

 
Specific patient treatment expectations (e.g., 

“Improve ability to go up and down stairs”) and the 
importance of these expectations were evaluated with 
the scale developed by Mancuso (Mancuso et al., 
2001). Patients were also asked to rate their global 
expectation for their response to the HA injections on 
a seven-point scale ranging from “No improvement. I 
don’t have much hope that this treatment will help my 
symptoms at all” to “Excellent improvement. I expect 
complete or nearly complete relief from knee 
symptoms.”  Patients with bilateral OA were 
instructed to rate only the knee they perceived to be 
more severe in terms of pain and functional 
impairment on all instruments and to rate the same 
knee at baseline and follow-ups.   

Prior to the first injection, a physician assessed 
quadriceps atrophy, presence of antalgic gait, knee 
effusion, pain on palpation of the knee, range of 
motion and alignment, and use of medication.  
Patients also received four baseline radiographs.  
These included (a) a standing anteroposterior (AP) of 
the knee weight-bearing view; (b) weight-bearing 
flexed view 400 posterior-anterior (PA) Rosenberg 
view; (c) a lateral x-ray at 300; and (d) a Merchant 
view. Digitized radiographs were evaluated for 
osteoarthritis severity and for alignment by a board-
certified musculoskeletal radiologist and an 
orthopaedic surgeon blinded to assigned treatment or 
other patient characteristics.  OA severity was rated 
using the Kellgren-Lawrence Grading System which 
incorporates joint space narrowing, osteophyte 
formation, sclerosis and bony deformation observed 
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on x-rays.  Scores range from 0 (no radiographic 
features of OA) to 4 (large osteophytes, marked joint 
space narrowing, severe sclerosis, and definite bony 
deformity).  Alignment was determined by measuring 
the following angles from x-rays: (a) condylar-hip 
angle of the femoral condylar tangent with respect to 
the mechanical axis of the femur expressed as degrees 
of deviation from 90°, negative for varus and positive 
for valgus; (b) plateau-ankle angle between the tibial 
margin tangent and the mechanical axis of the tibia 
expressed as degrees of deviation from 90°, negative 
for varus and positive for valgus; (c) condylar-plateau 
angle between the femoral and tibial joint surface 
tangents; and (d) hip-knee-ankle angle between a line 
drawn from the center of the femoral head to the 
midpoint of the tibial eminential spine and another 
line from this midpoint to the center of the talus 
surface of the ankle joint.  The medial angle between 
the lines is the HKA angle (varus < 180°). 

2.1.2 HA Treatments 

Patients received injections every seven days for a 
total of three injections. Physicians received specific 
instructions to standardize injection technique. All 
injections were performed using an anteromedial 
approach with a 21-gauge 1½” needle. Physicians 
aspirated the knee joint prior to injection of the HA 
product to ensure needle placement. Patients were 
asked to flex and extend their knee a few times 
following injection to maximize dispersal into the 
joint. Patients were provided with written post 
injection and standardized physical therapy 
instructions. Patients were allowed full weight 
bearing and full range of motion (active and passive) 
after injections but were advised to avoid strenuous 
activity (such as jogging, tennis, etc.) or prolonged 
weight bearing for the first 48 hours after injection.  
Patients were also instructed to use ice 30 minutes on 
and 30 minutes off for 48 hours and take up to 4 gram 
of acetaminophen per day as need for knee pain, but 
not to take any 24 hours prior to each visit. 

Patients were not offered a second course of HA 
treatment within the first six months following the 
final injection. Following the standard clinical 
practice, those who received a second series of 
injections after the first six months were not 
considered treatment failures. Patients who had 
surgery on the target knee to relieve arthritis 
symptoms within the first six months following the 
last HA injection were considered treatment failures. 

The protocol was approved by the Institutional 
Review Board at the data collection site and was 
registered with ClinicalTrials.gov (identifier: 

NCT01557868). A physician at the site served as the 
medical monitor and an independent data and safety 
board monitored the study. 

2.1.3 Primary and Secondary Outcomes 

The primary outcome was treatment responder status 
defined a priori by improvement in the Western 
Ontario and McMaster Universities Osteoarthritis 
Index (WOMAC) Pain Scale (Hochberg et al., 1997; 
Riddle & Perera, 2020) between baseline and 3-
month assessments. The WOMAC Pain Scale is 
comprised of 5 items and the response format used in 
this study was the 5-point rating scale.  Scores were 
calculated to range from 0 (worst) to 100 (best). The 
reliability, validity and responsiveness of the 
WOMAC Pain Scale have been supported in 
numerous studies (Bellamy, et al., 2011; Burgers, et 
al. 2015) and the WOMAC is one of the most widely 
used outcome instruments in arthritis research. 
Patients whose pain scores decreased by 20% or more 
compared with their baseline scores were classified as 
treatment responders and those whose scores did not 
meet this criterion were classified as non-responders.    

2.2 Machine Learning Predictive 
Analysis 

We apply a multi-stage machine learning approach to 
analyze how different types of patients may respond 
differently to HA treatment. The system will uncover 
discriminatory features in the HA data that will reveal 
patient and treatment characteristics that predict 
optimal response to intra-articular injections of 
hyaluronic acid for knee osteoarthritis. The model 
determines which patient variables lead to the best 
outcomes of HA. 

Detail of the multi-stage multi-group discriminant 
analysis via mixed-integer program (DAMIP) model 
and computational framework is reported in Lee et al. 
(Lee, 2017; Lee & Egan, 2022; Lee, Wang, et al., 
2016; Lee et al., 2021, 2023a, 2023b).  Briefly we 
include the DAMIP formulation below. 

Let 𝑢  represent the binary variable that 
indicates whether observation i in group g is 
classified to group h, ℎ ∈ ሼ0ሽ ∪ 𝒢 . Thus, 𝑢 = 1 
denotes a correct classification for observation i in 
group g. The multi-group model with a reserved 
judgement region is formulated as:                             max      𝑢∈𝒪 ∈ 𝒢                       (𝐃𝐀𝐌𝐈𝐏)  
subject to  𝐿 =  𝜋𝑓൫𝒙൯ −  ∑ 𝜆𝑓൫𝒙൯∈𝒢,ஷ , ∀ ℎ, 𝑔 ∈ 𝒢, 𝑗 ∈ 𝒪    (1) 𝑦 − 𝐿  ≤ 𝑀൫1 − 𝑢൯,                      ∀ ℎ, 𝑔 ∈ 𝒢,   𝑗 ∈ 𝒪    (2) 
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𝑦 ≤ 𝑀൫1 − 𝑢൯,                                     ∀ 𝑔 ∈ 𝒢,   𝑗 ∈ 𝒪       (3) 𝑦 − 𝐿 ≥ 𝜀൫1 − 𝑢൯,                     ∀ ℎ, 𝑔 ∈ 𝒢,   𝑗 ∈ 𝒪       (4) 𝑦 ≥ 𝜀 𝑢,                                                 ∀ ℎ, 𝑔 ∈ 𝒢,   𝑗 ∈ 𝒪     (5) ∑ 𝑢∈ሼሽ∪𝒢 = 1,                                         ∀ 𝑔 ∈ 𝒢,   𝑗 ∈ 𝒪       (6) ∑ 𝑢∈𝒪 ≤ උ𝛼𝑛ඏ,                                 ∀ ℎ, 𝑔 ∈ 𝒢, 𝑔 ≠ ℎ      (7) 𝑢 ∈ ሼ0,1ሽ                     ∀ ℎ ∈ ሼ0ሽ ∪ 𝒢, 𝑔 ∈ 𝒢, 𝑗 ∈ 𝒪         (8) 𝑦  ≥ 0,                             ∀ ℎ, 𝑔 ∈ 𝒢,   𝑗 ∈ 𝒪                        (9) 𝜆 ≥ 0                              ∀ ℎ, 𝑔 ∈ 𝒢, 𝑔 ≠ ℎ                        (10) 
 

Here, 𝜋  is the prior probability of group 𝑔 and 𝑓(𝒙) is the conditional probability density function 
of group 𝑔 , 𝑔 ∈  𝒢  for the data point 𝒙 ∈ ℝ . 𝒪 
denote the set of observations in group g, and 𝑛 
denote the number of observations in group g ∈ 𝒢. 𝛼 ∈ (0, 1) , h, 𝑔 ∈ 𝒢 , ℎ ≠ 𝑔  represents the 
predetermined limit on the inter-group 
misclassification rate where the observations of group 𝑔 are misclassified to group h. The group assignment 
decisions of observations that are classified into a 
reserved judgment region are denoted by group g = 0.  

Constraints (1) define the loss functions; 
constraints (2)-(6) guarantee an observation is 
uniquely assigned to the group with the maximum 
value of 𝐿(𝒙) among all group, and constraints (7) 
set the misclassification limits. With the reserved 
judgment region in place, the mathematical system 
ensures that a solution that satisfies the pre-set 
misclassification rate always exists. 
 
Theorem 1. Given prior probabilities 𝜋  and 
conditional group density functions 𝑓(𝒙), allocation 
according to modified posterior probabilities defined 
by the solution to (DAMIP) is a universally strongly 
consistent method for classification. 
 
Theorem 2. The DAMIP optimization problem is 𝒩𝒫 − 𝐶𝑜𝑚𝑝𝑙𝑒𝑡𝑒  when the number of groups is 
greater than 2.  The theoretical result holds for 
DAMIP variants: (a) maximize the minimum value of 
correct classification rates among all groups; (b) 
maximize the minimum difference between correct 
classification and misclassification; and (c) maximize 
correct classification while constraining the 
percentage of reserved judgment for each group. 
 

The multi-stage classification approach utilizes 
the reserved judgment region in DAMIP to improve 
the classification performance, especially among 
highly inseparable data. At each stage, DAMIP 
partitions the observations into an ‘easy–to-classify’ 
subset that is classified to specific groups, and a 
‘difficult-to-classify’ subset that is classified to a 
reserved judgment region. The group assignment of 
the difficult-to-classify observations are delayed, thus 

allowing the DAMIP classifier to maintain a low 
misclassification error. The observations in the 
reserved judgment region are moved to the next stage 
where a new feature set is selected and a new DAMIP 
classifier is developed. In this way, the multi-stage 
framework constructs a chain of successive classifiers 
using different subsets of features. The classifier at 
the ith stage, denoted by 𝑓, can be represented by a 
discriminant function 𝑓(𝒙, 𝝀𝒊), which is determined 
by the feature subset 𝒙, and the decision variables 𝝀𝒊 
in DAMIP.  

At each stage, two models are performed:  a 
single-stage model that solves a DAMIP model 
without a reserved judgment region and a multi-stage 
model that solves a DAMIP model with a reserved 
judgment region. The computational framework 
selects the better of the two results.  The algorithm 
naturally terminates when there are no observations 
in the reserved judgment region.  To avoid overfitting 
using too few observations for training, two 
additional stopping criteria are used to terminate the 
process: (a) the number of observations is less than a 
preset minimum value, n, and (b) the maximum 
allowed depth, d, is reached. The parameters n and d 
are predetermined according to the number of 
observations and the number of input features in the 
given data.  

Computationally, DAMIP classifier has some 
distinct characteristics: (a) it is applicable for 
classification of any number of groups; (b) there is 
always a feasible solution to the model; (c) the 
reserved judgement region facilitates successive 
stage of classification to be performed; (d) DAMIP is 
able to establish classification rules with good 
predictive accuracy even when the training set is 
relatively small; (e) DAMIP classifier can handle 
imbalanced data; and (f) DAMIP classifier is totally 
universally consistent.  

Figure 1 shows the machine learning framework 
where features are first selected via an exact branch-
and-bound algorithm (BB) and a fast heuristic particle 
swarm optimization (PSO) (Lee et al., 2023a). The 
resulting classification rule is subsequently 
established via the DAMIP classifier. To quantify the 
accuracy, ten-fold cross validation evaluation is 
performed. If the results satisfy some pre-set accuracy 
level, the classification rule is reported. Blind 
prediction using this rule is then performed. We 
contrast the BB-PSO/DAMIP results with eight 
commonly used classifiers: Bernoulli Naïve Bayes, 
Decision Tree, Gradient Boosting, K-nearest 
neighbors, Logistic Regression, Neural Network, 
Random Forest, and Support Vector Machine (SVM).  
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Figure 1: Multi-stage machine learning framework for HA 
predictive analytics. 

In 10-fold cross validation, the training set is 
partitioned into 10 roughly equal subsets. In each run, 
9-fold are selected to train and establish the rule, and 
the remaining 1-fold is then tested, counting how 
many of them are classified into which group. 
Through 10 folds procedure (where each fold is being 
validated exactly once), we obtain an unbiased 
estimate of the classification accuracy.  

Blind prediction is performed on patients that are 
independent of the training set to gauge the predictive 
power of the established rule. These patients have 
never been used in the feature selection and the 
machine learning analysis. We run each patient in the 
blind set through the rule, which returns a group 
status of the patient. The status is then checked 
against the clinical status to confirm the accuracy. 

The classifier response and outcome prediction 
rules will culminate in a clinical decision algorithm 
for the use of viscosupplementation in the treatment 
of knee OA. For example, a physician determines that 
HA is indicated for a particular patient. The physician 
would then enter specific variables (those 
discriminatory features identified by the classifier) 
into a clinical computer program and a response set 
would be generated for the potential outcome after 
using hyaluronic acid injections. The optimal HA 
agent(s) would be ranked.  The physician would then 
take this information into account as part of the 
clinical decision process to select the HA agent for 
the individual patient.   

3 RESULTS 

3.1 Patient Characteristics 

Of the 273 patients assessed for eligibility, 45 did not 
meet study criteria, 13 eligible patients declined to 

participate, and 12 eligible patients could not 
complete study participation due to anticipated 
deployment or relocation. The other 203 eligible 
patients were randomized to treatment: 107 assigned 
to the Synvisc group and 96 to the Euflexxa group.  
After randomization, 6 patients were non-compliant 
with the study protocol, 9 received an excluded 
intervention, 6 were reassigned, 10 were lost to 
follow-up and 6 missed the follow-up appointment. 
Consequently, these patients were not included in the 
analyses, leaving a total of 166 (87 in the Synvisc 
group and 79 in the Euflexxa group).   

Table 1 summarizes the baseline characteristics of 
the study participants. The Synvisc and the Euflexxa 
groups did not differ on demographic or 
anthropometric variables. The groups also did not 
differ on co-morbid conditions with the exception that 
a greater proportion of patients in the Euflexxa group 
reported depression (21% vs. 10%, p = 0.02). The 
baseline scores from the patient report measures did 

Table 1: Baseline Characteristics of the Study Participants. 

Characteristic 
Synvisc 

(N = 107) 
Euflexxa 
(N = 96) 

Combined 
Sample 

(N = 203) 
Age – year 46+10 43+10 45+10 
Female sex – no. (%) 44 (41) 36 (38) 80 (39) 
Body mass index 30+5 29+5 30+5 
Race 
    Asian 1 (1) 5 (5) 6 (3) 
    Black/African-  
    American 

36 (34) 21 (22) 57 (28) 

    Hispanic 5 (5) 6 (6) 11 (5) 
    White 63 (59) 63 (66) 126 (62) 
    Other 2 (2) 1 (1) 3 (2) 
Married – no. (%) 86 (80) 79 (82) 165 (81) 
Current smoker – no. (%) 16 (15) 11(12) 27 (13) 
Kellgren-Lawrence Score 
Grade I – no. (%) 28 (26) 37 (39) 65 (32) 
Grade II – no. (%) 44 (41) 33 (34) 77 (38) 
Grade III – no. (%) 29 (27) 18 (19) 47 (23) 
Grade IV–no. (%) 6 (6) 8 (8) 14 (7) 
WOMAC Pain Scale 59+17 61+19 60+18 
SF-36 
Physical functioning 51+23 54+24 53+23 
Mental health 79+15 74+18 77+17 
Marx Activity Scale 5+5 5+5 5+5 
EuroQOL EQ-5D Health 
Rating 

71+16 70+20 70+19 

Arthritis Self-Efficacy Scale 6+2 6+2 6+2 
Treatment response 
expectation 

5+1 5+1 5+1 

Bilateral HA injections – 
no. (%) 

54 (51) 45 (47) 99 (49) 
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not significantly differ between the two treatment 
groups either.   

3.2 Primary End Points 

Of the 166 patients who completed the 3-month 
assessment, 84 (50.6%) were classified as treatment 
responders. Within the Synvisc group, 57.5% were 
responders compared to 43% of the Euflexxa group 
(p = 0.04).  This outcome, as well as those at the 2-
week and 6-month follow-ups, is shown in Table 2.  
Table 3 displays the percentage of patients who were 
classified as “recovered” based on both statistically 
reliable improvement in WOMAC Pain Scale scores 
and a follow-up score that fell within the range of age-
and sex-matched patients who reported having no 
knee problems or any history of knee surgery (see 
Mann, et al.,  2012). 

Table 2: Treatment Responders (20% Reduction in 
WOMAC Pain) by Treatment Group. 

Follow-Up Synvisc Euflexxa P Value 
2 weeks 56.3% 56.3% 0.55 

3 months 57.5% 43.0% 0.04 
6 months 51.3% 41.5% 0.31 

Table 3: Return to Normal on WOMAC Pain Scale by 
Treatment Group. 

Follow-Up Synvisc Euflexxa P Value 
2 weeks 36.5% 25.4% 0.20 

3 months 38.0% 22.6% 0.06 
6 months 33.9% 30.0% 0.31 

3.3 Response and Outcome Prediction 

We analyze the HA data to uncover patient and 
treatment factors that predict optimal response to 
intra-articular injections of hyaluronic acid for knee 
osteoarthritis. The treatment responder status six 
months after final injection is measured by 
‘WOMACP20,” Treatment Responder Status Using 
20% Reduction in WOMAC Pain Scale. Recovery 
status is assessed via the KOOS Scale. The machine 
learning model determines which patient variables 
lead to the best outcomes of HA. We also perform the 
prediction for each of the two HA products to gauge 
their similarities and differences in treatment 
outcome characteristics. 

Table 4 shows the number of patients in the 
training set and the blind prediction set for predicting 
reinjection status. In this analysis, for every attribute 
in which there is missing data, an associated binary 
attribute is created to capture whether data is missing 

or not for this field. The number of attributes at three 
time-points: (a) baseline screening before first 
injection; (b) prior to second injection (prefix: T0); 
and (c) six months after final injection (prefix: T5) are 
27, 483, and 1215 respectively. Table 5 shows the 
training set and blind prediction statistics used for 
predicting treatment responder status and recovery 
status.  

Table 4: Training set and blind prediction set characteristics 
for predicting reinjection status. 

Training set Blind Prediction Set
Total No 

reinjection Reinjection Total No 
reinjection Reinjection 

150 111 39 53 40 13 

Table 5: Training set and blind prediction set characteristics 
for predicting treatment responder status and recovery 
status. 

Training set Blind Prediction Set 
Total Non-

Responder Responder Total Non-
Responder 

Responde
r 

71 34 37 70 41 29
Synvisc 

40 18 22 36 19 17 
Euflexxa 

35 21 14 30 17 13 
 

We summarize herein the best predictive rules for 
each of the analyses. Table 6 shows the prediction 
accuracy for no-reinjection versus re-injection using 
attributes collected up to the three stated time-points.  

For the baseline results, factors that appear to be 
critical includes “Weight,” “Currently Smoke 
Cigarettes,” and “Smoking: Number per day.” 
Baseline prediction results are comparable to Pap 
Smear test accuracy (~70%). 

We can observe high accuracy in predicting 
success for patients using screening and T0 attributes 
alone (86% blind predictive accuracy). This is very 
promising for identifying patients early (just after the 
first injection) who should be targeted for HA 
intervention (with an expected success outcome). The 
discriminatory features selected includes the Marx 
Activity Scale “T0MarxCuttingSymptomFree”, 
“T0MarxCutting”, effectiveness of exercise 
“T0ExerciseEffective”, confidence in the injector 
“T0ConfidenceInjector”, and other medications 
“T0MedicationXEffective.”   

Including attributes until T5 significantly 
increases the accuracy for predicting the reinjection 
group (from 71% to 89%). Early attributes include 
“T0PhysicalTherapyEffective”, 
“T0MedicationXEffective,” and overall health 
“T0EQRateHealth” continue to appear among the 
selected features. 
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Table 6: Best predictive rule for re-injection status when 
using attributes (a) baseline screening before first injection, 
(b) prior to second injection, and (c) 6 months after final 
injection. 

Input 
attributes 

10-fold cross 
validation 

blind prediction

 No-
reinjecti

on 

Re-
injection 

No-
reinjection 

Re-
injection 

Baseline 
screening  

71% 71% 72% 71%

Prior to 2nd 
 injection  

89% 74% 86% 71%

Input 
attributes 

84% 83% 81% 89%

 
Figure 2 show the 10-fold cross validation and 

blind prediction accuracies for predicting treatment 
responder status and recovery status for patients 
injected with Synvisc and Euflexxa, respectively. For 
each HA injection, four measurement frameworks are 
graphed:  PSO/DAMIP results for predicting 
treatment responder and recovery respectively versus 
the best results from the eight commonly used 
classifiers, Random Forest. Our PSO/DAMIP 
framework selected 3-8 discriminatory features 
whereas Random Forest uses over 40 features with 
poor results. Although the size of the two groups is 
rather balanced, the challenge here is due to the 
highly inseparable data that makes it difficult to 
classify using traditional approaches. A multi-stage 
approach allows the partitioning of patients from the 
same group via different rules (associated with 
different features).  

 

 
Figure 2: Comparison of the best DAMIP classification 
rules for predicting treatment responder status and recovery 
status using Synvisc(top) and Euflexxa (bottom) against the 
Random Forest approach.  

Our study shows that early predictors can be used 
to determine the group of patients who benefit the 
most from HA injection. It also allows evidence-
based correction to be made during the course of 
treatment. For example, after T0, the physician can 
quit treatment based on results from the predictive 
rule.  

4 CONCLUSIONS 

In 2019, about 528 million people worldwide were 
living with osteoarthritis, an increase of 113% since 
1990. For 365 million, the knee was the most 
frequently affected joint. On average, the total cost of 
knee replacement surgery ranges from $30,000 to 
$50,000. This includes the cost of the surgery itself, 
the hospital stays, anesthesia and other associated 
medical expenses. HA treatment, on the other hand, 
costs about $900 to $3,000 for a full course (three to 
five injections administered over several weeks). The 
range reflects the variations due to the type of HA 
product and the physician's fees. Although 50% of 
knee osteoarthritis patients eventually receive 
surgical procedures, almost one third of these 
surgeries are unnecessary. Hence intra-articular 
injections of hyaluronic acid can serve as a non-
invasive cost-effective alternative to surgery for knee 
osteoarthritis.  

Unlike surgical options, HA injections do not 
require incisions or extensive recovery periods. HA is 
a substance that naturally occurs in the synovial fluid 
of the joints, which helps lubricate and cushion them. 
In osteoarthritis, this fluid becomes less effective, 
leading to pain and reduced mobility. Thus, HA 
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injected directly into the knee joint helps restore the 
lubricating properties of the synovial fluid and reduce 
inflammation. By restoring lubrication, HA injections 
can help improve joint mobility and reduce stiffness. 
The procedure is relatively low risk, with mild 
potential side effects, such as temporary swelling or 
discomfort. 

However, the benefits of HA injections are not 
permanent; they typically last for several months. 
Repeated injections may be needed for ongoing relief. 
More importantly, controversies exist regarding its 
safety and efficacy, the number of injections and 
courses, type of preparation, duration of its effects, 
and combining it with other drugs or molecules. Other 
factors include patient characteristics such as age, 
weight, gender, and severity of the OA. The study 
uses a prospective, double-blinded clinical trial. A 
multi-stage, multi-group DAMIP-based machine 
learning model is utilized to uncover discriminatory 
features that can predict the response status of knee 
OA patients to different types of HA treatment. The 
algorithm can identify certain subgroups of knee OA 
patients who respond well (or those who don’t) to HA 
therapy. The study’s baseline result, including factors 
such as patients’ weight, smoking status and smoking 
frequency, gives physicians insight for patient 
treatment recommendations by identifying those 
most suitable for HA injection.  

To the best of our knowledge, this work presents 
the first machine learning approach that predicts 
patient responses to HA injections for knee 
osteoarthritis. Another uniqueness of this study is that 
this is the first prospective clinical trial designed such 
that in addition to clinical data, patient self-reporting 
data is also carefully collected. The latter is 
challenging since patients often refuse or bypass 
questionnaires or miss filling in forms. Self-reported 
answers may be exaggerated; respondents may be too 
embarrassed to reveal private details; various biases 
may affect the results, like social desirability bias. 
However, knee pains, whether patients can move or 
do certain activities are standard questions used by 
physicians and are rather routine evaluation for  
active-duty personnel and athletes, and hence their 
self-reporting are rather reliable. Further, there has 
been no study indicating that patients would 
exaggerate their pain to receive treatment to their 
knee pain.  

Traditional data collection methods, primarily 
focusing on clinical settings, limits our understanding 
of drug efficacy and patient wellbeing. Patient self-
reporting data is crucial for machine learning in 
healthcare because it provides a unique, subjective 
perspective on a patient's health experience, including 
their symptoms, quality of life, and perception of 

treatment effectiveness, which can be vital for 
accurate diagnosis, treatment planning, and overall 
patient care, often not captured by solely objective 
medical data like lab results or imaging scans. There 
is growing interest and support for the utility and 
importance of patient-reported outcome measures 
(PROMs) (Kingsley & Patel, 2017; Verma, et al., 
2021). This is one of the strengths of our study since 
it includes a broad spectrum of patient wellbeing data.  

DAMIP classifier was chosen partly due to earlier 
DAMIP models have produced good   predictive 
accuracy on blind data for numerous  clinical studies 
where the training patient size is relatively small (e.g., 
in early cancer detection to uncover genomic 
signatures that predict CpG islands methylation 
(Feltus, et al., 2003),  vaccine immunogenicity 
prediction that accelerates vaccine design and target 
delivery (Lee, Nakaya, et al., 2016a; Nakaya, et al, 
2011, 2015; Querec, et al., 2009;) in which DAMIP 
results were instrumental in the eventual world-wide 
clinical trial of the Malaria vaccines (Kazmin, et al.,  
2017; Lee, Nakaya et al., 2016a)). DAMIP has also 
been used for studies involving very large number 
patient sets with equally consistent predictive 
accuracy (Lee, Wang, et al., 2016b). Multi-stage is 
performed herein to manage the highly inseparable 
data.  

With the established predictive rule, prior to 
treatment physicians can predict a patient’s response 
to HA injections based on patient and treatment 
characteristics. Physicians can then make empirically 
informed decisions about whether to treat a particular 
patient with HA and perhaps which type of HA 
preparation is most likely to produce the best 
treatment response for that individual patient.  

Predicting treatment response based on clinically 
measured variables and patient-centered well-being 
data will empower physicians with an evidence-based 
decision-making tool to administer the most cost-
effective intervention for the patients.   

The study's follow-up period is focused on six 
months after the final injection. Since knee 
osteoarthritis is incurable, treatment for patients 
includes rehabilitation, activity modification, weight 
loss when indicated, shoe orthoses, local modalities, 
and medication. For more severe cases, either HA 
injections or knee surgery is selected. And HA 
injections are typically given as a series of 3-5 
injections, spaced one week apart, with repeat 
courses usually needed every six months, depending 
on the individual's pain relief duration and the 
severity of their arthritis; most people experience pain 
relief for several months after a full course of 
injections. 
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The data and model derived from this study 
allows physicians to administer HA products more 
selectively and effectively, which will increase the 
percentage of patients who experience a successful 
HA therapy.  Information about predicted responses 
could easily be shared with patients to incorporate 
their values and preferences into treatment selection. 
Specifically, the classification rule can be 
implemented within the electronic health record 
system as an Application Programming Interface 
(API). In addition, this decision support tool would 
allow physicians to quickly determine whether a 
patient is exhibiting at least an expected treatment 
response and if not, to potentially take corrective 
action.  Of note, this model can also be used to predict 
patient responses to other forms of treatment and 
conditions.   

There is a clear demand for evidence-based 
medical decision-making in addition to expert 
opinion, clinical experience and case reports.  
Additionally, there is an increased demand for 
clinical studies of prospective, rather than 
retrospective, treatment assessment options. While 
each of these study types has a role, the value of 
evidence-based, single studies or meta-analyses of 
published reports is that clinical criterion or criteria 
are analyzed globally with respect to outcome. 
Quantified variables that are uncovered by predictive 
models are evaluated and analyzed and can serve as 
important decision variables to help physicians select 
the best course of treatment for patients. Evidence-
based decision-making increases outcome success. 
Trends, impressions and opinions are minimized and 
objective, evidence-based, outcome-driven targeted 
delivery is maximized.  
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Abstract: Providing an accurate estimation of the effort required to develop a software project is crucial for its success.
These estimates are essential for managers to allocate resources effectively and deliver the software product
on time and with the desired quality. Over the past five decades, various effort estimation techniques have
been developed, including machine learning (ML) techniques. ML methods have been applied in software
development effort estimation (SDEE) for the past three decades and have demonstrated promising levels
of accuracy. Numerous ML methods have been explored, including the Support Vector Regression (SVR)
technique, which has shown competitive performance compared to other ML techniques. However, despite the
plethora of proposed methods, no single technique has consistently outperformed the others in all situations.
Prior research suggests that generating estimations by combining multiple techniques in ensembles, rather
than relying solely on a single technique, can be more effective. Consequently, this research paper proposes
estimating SDEE using both individual ML techniques and ensemble methods based on SVR. Specifically, four
variations of the SVR technique are employed, utilizing four different kernels: polynomial, linear, radial basis
function, and sigmoid. Additionally, a homogeneous ensemble is constructed by combining these four variants
using two types of combiners. An empirical analysis is conducted on six well-known datasets, evaluating
performance using eight unbiased criteria and the Scott-Knott statistical test. The results suggest that both
single and ensemble SVR techniques exhibit similar predictive capabilities. Furthermore, the SVR variant
with the polynomial kernel is deemed the most suitable for SDEE. Regarding the combiner rule, the non-
linear combiner yields superior accuracy for the SVR ensemble.

1 INTRODUCTION

Accurately predicting the effort required to develop a
new software system during the initial phases of the
software lifecycle remains a significant challenge in
software project management. This estimation pro-
cess, known as software development effort estima-
tion (SDEE) (Wen et al., 2012), is critical for effective
resource allocation and project planning.

Accurate estimates are critical, as errors can lead
to major challenges for software managers. Charette
(Charette, 2005) notes that inaccurate resource esti-
mates are a significant contributor to software project
failures. To address this issue, numerous effort es-
timation methods have been proposed and studied
(de Barcelos Tronto et al., 2008), with machine
learning (ML) techniques emerging as a particularly
promising solution.

A systematic review (SLR) conducted by Wen et

a https://orcid.org/0000-0001-7336-4276

al. (Wen et al., 2012) identified seven ML techniques
proposed for estimating software development effort.
The review found that these ML techniques generally
provide more accurate results than traditional non-
ML methods. Additionally, the ensemble method,
known as Ensemble Effort Estimation (EEE), has gar-
nered significant attention within the SDEE research
community. EEE involves combining estimates from
multiple effort estimators using specific combination
rules. Studies within the SDEE literature have exten-
sively explored EEE techniques, with results suggest-
ing that they yield more accurate estimates compared
to single estimation methods.

The SLR performed a SLR focused on ensem-
ble approaches in SDEE (Idri et al., 2016). This
review analyzed 24 studies published between 2000
and 2016 and found that ensemble methods generally
outperformed single techniques, demonstrating con-
sistent performance across various datasets. The re-
view identified 16 distinct techniques used for con-
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structing ensembles, with Artificial Neural Networks
(ANN) and Decision Trees (DT) being the most com-
monly employed. Additionally, it noted that 20 dif-
ferent combiners were utilized to generate ensemble
outputs, with linear combiners being the most preva-
lent. An updated review by Cabral et al. (Cabral et al.,
2023) in 2022, which covered studies from 2016 to
2021, confirmed these findings.

The Support Vector Regression (SVR) technique,
introduced by Oliveira in 2006 for predicting software
development effort (Oliveira, 2006), has been the sub-
ject of extensive research. Evidence suggests that
SVR often provides more accurate results than many
other ML techniques used in SDEE (Braga et al.,
2008; Mahmood et al., 2022).

A key feature of SVR is its kernel, which maps
the input space to a higher-dimensional feature space.
Variations in SVR techniques, defined by different
kernels, can lead to different estimation results.

This paper aims to assess the effectiveness of
the Ensemble Effort Estimation approach based on
SVR. The objective is to determine whether com-
bining multiple SVR techniques with various kernels
yields better performance than using a single SVR
technique.

To achieve this, the paper explores an EEE ap-
proach that integrates four SVR techniques, each
with distinct kernels and hyperparameter settings op-
timized using Particle Swarm Optimization (PSO).
The study employs several combination rules, includ-
ing three linear combiners (average, median, inverse
ranked weighted mean) and one non-linear combiner
(Multilayer Perceptron), to evaluate their impact on
estimation accuracy.To address this objective, the pa-
per investigates three key research questions (RQs):

• (RQ1). Which of the four kernel methods
used in the SVR techniques is most suitable for
SDEE datasets?

• (RQ2). Does the SVR-EEE approach consis-
tently outperform the single SVR technique,
regardless of the combiners used?

• (RQ3). Among the combiners utilized, which
one provides the highest accuracy for the pro-
posed ensemble?

The main features of this empirical work are as
follows:

1. Development of an SVR-Ensemble technique that
integrates four SVR methods with different ker-
nels and hyperparameter settings.

2. Application of Particle Swarm Optimization
(PSO) to optimize the hyperparameters of the four
SVR variants.

3. Evaluation of various combiners for generating
the final output of the ensemble.

The structure of this paper is as follows: Sec-
tion 2 provides background information and reviews
previous research on the topic. Section 3 offers an
overview of the SVR technique. Section 4 details the
materials and methods used in the study. Section 5
presents and discusses the empirical results. Finally,
Section 6 concludes the paper and proposes directions
for future research.

2 RELATED WORK

This section begins by defining Ensemble Effort Es-
timation (EEE) and then reviews the main findings
from EEE studies in the context of SDEE literature.

EEE is an approach that combines multiple indi-
vidual predictors using a specific combination rule.
The literature distinguishes between two types of en-
sembles (Hosni et al., 2019; Hosni et al., 2018a;
Hosni et al., 2021; Kocaguneli et al., 2011): homo-
geneous and heterogeneous. Homogeneous ensem-
bles consist of multiple variants of the same ML tech-
nique or a combination of a single ML technique with
meta-ensemble methods such as Bagging, Boosting,
or Random Subspace. In contrast, heterogeneous
ensembles combine at least two different ML tech-
niques. The final output of an ensemble is obtained
by aggregating the individual estimates from its com-
ponents using a defined combination rule.

To explore the application of ensemble ap-
proaches in SDEE, Idri et al. (Idri et al., 2016) con-
ducted a SLR analyzing papers published between
2000 and 2016. Their review, covering 24 papers,
yielded the following main conclusions:

• Homogeneous ensembles were the most fre-
quently studied, appearing in 17 out of the 24 pa-
pers.

• A total of 16 different effort estimation techniques
were used to construct EEE.

• Machine learning techniques were the predomi-
nant choice for ensemble components, with Arti-
ficial Neural Networks (ANN) and Decision Trees
(DT) being the most frequently investigated indi-
vidual techniques.

• The Support Vector Regression (SVR) technique
was explored in five studies, primarily for con-
structing heterogeneous ensembles.

• Twenty combination rules were employed to gen-
erate the final output of ensemble methods. These
rules were categorized into linear and non-linear
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types, with linear rules being the most extensively
investigated.

• Overall, ensemble methods demonstrated better
performance compared to single techniques.

It is also noteworthy that the SLR conducted by
Cabral et al. (Cabral et al., 2023) reached similar con-
clusions regarding the use of EEE.

3 SUPPORT VECTOR
REGRESSION: A BRIEF
DESCRIPTION

Support Vector Regression (SVR) is a supervised ML
technique tailored for regression tasks, extending the
principles of Support Vector Machines, which are
primarily employed for classification (Vapnik et al.,
1998). The main concept behind SVR is to find a hy-
perplane that optimally fits the data while minimizing
prediction errors. SVR is capable of modeling both
linear and non-linear relationships between indepen-
dent and dependent variables by utilizing kernel func-
tions to map input features into a high-dimensional
space. Commonly used kernels include linear, poly-
nomial, radial basis function (RBF), and sigmoid.
SVR is also robust to outliers, making it highly ef-
fective across various scenarios.

SVR was first applied to Software Develop-
ment Effort Estimation by Oliveira (Oliveira, 2006;
Oliveira et al., 2010). Subsequent studies in the SDEE
literature have shown that SVR achieves competitive
accuracy compared to other ML techniques (Braga
et al., 2008; Hosni et al., 2018b; Braga et al., 2007;
Mahmood et al., 2022; López-Martı́n, 2021).

Several parameters significantly influence SVR
performance:

• Regularization Parameter (C): Controls the
trade-off between model complexity and error
minimization.

• Kernel Parameters: Determine the nature of the
non-linear mapping.
Careful tuning of these parameters is crucial for

optimizing SVR’s predictive performance.

4 EMPIRICAL DESIGN

This section first introduces the performance metrics
used to evaluate the accuracy of the proposed SDEE
techniques and the statistical test employed to as-
sess their significance. It then covers the hyperpa-
rameter optimization methods applied in the study.

The dataset utilized for developing the SDEE tech-
niques is also presented. Lastly, the section details
the methodology for constructing and evaluating the
predictive model.

4.1 Performance Measures and
Statistical Test

To evaluate the accuracy of the proposed techniques,
we employed eight commonly used performance cri-
teria in the SDEE literature. These criteria include
Mean Absolute Error (MAE), Mean Balanced Rela-
tive Error (MBRE), Mean Inverted Balanced Relative
Error (MIBRE), and their corresponding median val-
ues, Logarithmic Standard Deviation (LSD), and Pred
(25%) (Miyazaki et al., 1991; Foss et al., 2003; Hosni,
2023; Mustafa and Osman, 2024; Kumar et al., 2020).

Additionally, we used Standardized Accuracy
(SA) and Effect Size to determine whether the SDEE
techniques provided better estimates compared to ran-
dom guessing (Shepperd and MacDonell, 2012). The
mathematical formulas for these performance indica-
tors are detailed in Equations (1)–(8).

AEi = |ei− êi| (1)

Pred(0.25) =
100
n

n

∑
i=1

{
1 if AEi

ei
⩽ 0.25

0 otherwise
(2)

MAE =
1
n

n

∑
i=1

AEi (3)

MBRE =
1
n

n

∑
i=1

AEi

min(ei, êi)
(4)

MIBRE =
1
n

n

∑
i=1

AEi

max(ei, êi)
(5)

LSD =

√
∑n

i=1(λi +
s2

2 )
2

n−1
(6)

SA = 1− MAEpi

MAE p0

(7)

△ =
MAEpi −MAE p0

Sp0

(8)

where:

• The actual effort and predicted effort for the i-th
project are denoted by ei and êi, respectively.

• The average Mean Absolute Error (MAE) from
multiple random guessing runs is represented as
MAE p0. This value is obtained by randomly sam-
pling (with equal probability) from the remaining
n−1 cases and setting êi = er, where r is a random
index from 1 to n, excluding i. This randomization
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approach is robust as it does not assume specific
distribution characteristics of the data.

• The Mean Absolute Error for prediction technique
i, denoted as MAE pi, is used as a benchmark in
comparison with the sample standard deviation of
the random guessing strategy.

• The value of λi is calculated as the difference be-
tween the natural logarithm of ei and the natural
logarithm of êi.

• The estimator s2 is employed to estimate the resid-
ual variance associated with λi.

To group the developed SDEE techniques based
on their predictive capabilities, we applied the Scott-
Knott statistical test (Hosni et al., 2018b). For valida-
tion, we utilized the Leave-One-Out Cross-Validation
(LOOCV) technique to construct and evaluate these
SDEE techniques.

4.2 Hyperparameters Optimization
Techniques

In this paper, the optimal parameters for the devel-
oped SVR techniques were determined using the Par-
ticle Swarm Optimization (PSO) technique. Table
1 details the range of hyperparameters considered by
PSO to identify the optimal settings. For the Multi-
Layer Perceptron (MLP) combination rule, used to
generate the final prediction of the proposed ensem-
ble, hyperparameters were optimized using the Grid
Search (GS) technique. Table 1 outlines the param-
eter ranges explored by GS. Both optimization tech-
niques utilized the MAE as the fitness function, with
the goal of minimizing the MAE value.

4.3 Datasets

To evaluate the performance of the proposed
techniques for estimating software development
effort, we selected six well-established datasets
from two different repositories (Kocaguneli
et al., 2011; Kumar and Srinivas, 2024). Five
datasets—Albrecht, COCOMO81, Desharnais,
Kemerer, and Miyazaki—were sourced from the
PROMISE repository. Additionally, one dataset was
obtained from the ISBSG data repository. Compre-
hensive details about these datasets, including their
size, number of attributes, and descriptive statistics of
effort (such as minimum, maximum, mean, median,
skewness, and kurtosis), are provided in Table 2.

4.4 Methodology Used

This subsection details the methodology used to ad-
dress our RQs, with the analysis performed indepen-
dently for each dataset. We developed four SVR
techniques, each employing a distinct kernel: Linear,
Polynomial, Radial Basis Function (RBF), and Sig-
moid. The homogeneous ensemble integrates these
four SVR variants. The steps of the empirical analy-
sis are outlined below:

• Step 1: Construct SVR models using Particle
Swarm Optimization (PSO) with 10-fold cross-
validation to determine the optimal hyperparam-
eters for each kernel variant.

• Step 2: Select the optimal hyperparameters iden-
tified in Step 1 for each SVR variant.

• Step 3: Rebuild the SVR models with the selected
hyperparameters using LOOCV.

• Step 4: Evaluate the performance of the SVR
models using SA and effect size, and compare
these results to the 5% quantile of random guess-
ing.

• Step 5: Evaluate the accuracy of the SVR models
using eight performance metrics: MAE, MdAE,
MIBRE, MdIBRE, MBRE, MdBRE, LSD, and
Pred (25

• Step 6: Construct SVR ensembles by combining
the four SVR variants using the following com-
bination rules: median, average, inverse-ranked
weighted mean (IRWM), and Multi-Layer Per-
ceptron (MLP).

• Step 7: Evaluate and report the performance of
the SVR ensembles using the same eight metrics.

• Step 8: Rank the single SVR models and the en-
sembles using the Borda count voting system.

• Step 9: Apply the Scott-Knott statistical test
based on Absolute Error (AE) to group the tech-
niques and identify clusters with similar predic-
tive capabilities.

For ease of reference, the following abbreviations
will be used:

• Single SVR Models: SVR followed by the kernel
type.

– SVR with Linear Kernel: SVRL
– SVR with Polynomial Kernel: SVRP
– SVR with Radial Basis Function Kernel:

SVRR
– SVR with Sigmoid Kernel: SVRS

• Ensemble SVR Models: E followed by the com-
biner type.
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Table 1: Range of Hyperparameters for PSO and GS.

SVR-Linear Kernel C{1, 100}, Epsilon {0.001, 0.5}
SVR-RBF Kernel C{1, 100}, Epsilon {0.001, 0.5}, gamma {0.001, 1}
SVR-Poly Kernel C{1, 100}, Epsilon {0.001, 0.5}, degree {1, 10}
SVR-Sigmoid Kernel C{1, 100}, Epsilon {0.001, 0.5}, Coef0 {0.001, 1}

MLP Combiner

hidden layer sizes: {(8,), (8,16), (8, 16, 32)},
activation: {’relu’, ’tanh’, ’identity’, ’logistic’},
solver: {’adam’, ’lbfgs’, ’sgd’},
learning rate: {’constant’, ’adaptive’, ’invscaling’}

Table 2: Overview of Descriptive Statistics for the Six Selected Datasets.

Dataset Size #Features Effort
Min Max Mean Median Skewness Kurtosis

Albrecht 24 7 0.5 105 21.87 11 2.30 4.7
COCOMO81 252 13 6 11400 683.44 98 4.39 20.5
Desharnais 77 12 546 23940 4833.90 3542 2.03 5.3
ISBSG 148 10 24 60270 6242.60 2461 3.05 11.3
Kemerer 15 7 23 1107 219.24 130 3.07 10.6
Miyazaki 48 8 5.6 1586 87.47 38 6.26 41.3

– Ensemble SVR with MLP as the combiner:
EMLP

– Ensemble SVR with average as the combiner:
EAVR

– Ensemble SVR with median as the combiner:
EMED

– Ensemble SVR with IRWM as the combiner:
EIRWM

5 EMPIRICAL RESULTS

In this section, we present the empirical results from
our experiments. The experiments were executed
using Python and its associated libraries, while the
Scott-Knott (SK) test was conducted using the R pro-
gramming language.

5.1 Single SVR Techniques

The initial phase of our empirical analysis involved
identifying the optimal parameters for the various
SVR techniques. To achieve this, we employed
PSO technique to fine-tune the hyperparameters of
the SVR models. This optimization process was ap-
plied to the four SVR variants across the six selected
datasets, utilizing 10-fold cross-validation.

Following parameter optimization, we con-
structed the SVR models using the identified opti-
mal parameters. The performance of these models
was then compared against the 5% quantile of ran-

dom guessing, which served as our baseline estima-
tor. Specifically, we assessed whether the MAE of
the SVR variants on each dataset was lower than the
5% quantile of random guessing. This comparison
helped determine if the SVR techniques were effec-
tively making predictions.

To further validate the results, we evaluated the
effect size to assess the significance of the improve-
ment over the baseline estimator. Table 3 presents the
SA and effect size of the constructed SVR techniques.
The results demonstrate a significant improvement
over the baseline estimator, confirming that all SVR
variants produced better predictions. Thus, we can
confidently assert that the proposed SVR techniques
are effective in estimating software development ef-
fort.

The next phase of our experimental protocol in-
volves evaluating the predictive performance of the
proposed techniques using eight established perfor-
mance indicators. These indicators, recognized for
their objectivity, are crucial for assessing the accu-
racy of the techniques. To synthesize the results from
these indicators, we utilized the Borda count voting
system. The final rankings of the single SVR tech-
niques across the selected datasets are detailed in Ta-
ble 4.

The rankings of the SVR techniques varied de-
pending on the dataset and the kernel used. Notably,
the SVR technique with a polynomial kernel (SVRP)
emerged as the most effective, achieving the highest
rank in five out of six datasets. The SVR technique
with a linear kernel (SVRL) performed well, securing
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Table 3: SA and Effect size values of the SVR techniques across the six datasets.

Dataset COCOMO ISBSG Miyazaki Desharnais Albrecht Kemerer
SA5% 15% 13% 34% 15% 30% 34%
Technique SA Delta SA Delta SA Delta SA Delta SA Delta SA Delta
SVRL 53% -5.41 40% -4.68 66% -2.40 42% -4.42 76% -3.83 65% -2.50
SVRR 53% -5.47 40% -4.60 63% -2.29 41% -4.31 91% -4.62 63% -2.44
SVRP 96% -9.84 55% -6.35 88% -3.17 54% -5.72 89% -4.51 89% -3.42
SVRS 39% -3.98 37% -4.32 11% -0.39 35% -3.69 33% 6.56 45% -1.75

the second position in four out of six datasets.
In contrast, the SVR technique using the sig-

moid kernel consistently ranked the lowest across all
datasets, indicating its comparatively inferior perfor-
mance.

The following summarizes the ranking of the four
SVR techniques across the six selected datasets:

• Polynomial Kernel (SVRP):
– Top Ranking: Achieved the highest ranking in

5 out of 6 datasets.
– Overall Performance: Demonstrated superior

performance in most cases.

• Linear Kernel (SVRL):
– Top Ranking: Achieved the highest ranking in

1 out of 6 datasets.
– Second Position: Secured the second position

in 4 out of 6 datasets.
– Overall Performance: Consistently per-

formed well, ranking second most frequently.

• Radial Basis Function Kernel (SVRR):
– Top Ranking: Did not achieve the highest

ranking in any dataset.
– Overall Performance: Exhibited variable per-

formance, generally not leading but still com-
petitive.

• Sigmoid Kernel (SVRS):
– Top Ranking: Did not achieve the highest

ranking in any dataset.
– Overall Performance: Consistently ranked the

lowest in all datasets, indicating the least effec-
tiveness.

Table 4: Ranking of the four SVR techniques on the se-
lected datasets.

COC. ISBSG Miyazaki Desh. Albrecht Kemerer
SVRP SVRP SVRP SVRP SVRR SVRP
SVRR SVRL SVRL SVRL SVRP SVRL
SVRL SVRR SVRR SVRR SVRL SVRR
SVRS SVRS SVRS SVRS SVRS SVRS

5.2 SVR Ensembles

The next phase of our experimental design involves
constructing a homogeneous ensemble from the four
SVR techniques. We develop four different en-
sembles, each distinguished by its combination rule.
Specifically, we use two types of combiners to gener-
ate the final output of the proposed ensembles:

• Linear Combiners: AVG, MED, IRWM.

• Non-Linear Combiner: MLP.

The hyperparameters of the MLP combiner were
optimized using the grid search technique.

The ensemble approach combines four SVR vari-
ants, each utilizing a different kernel. These variants
have demonstrated superior performance compared
to random guessing, as shown in the previous sec-
tion. Therefore, the four ensembles constructed are
expected to outperform the baseline estimator.

To assess the performance of the proposed ensem-
bles, we utilize eight performance metrics and com-
pare them with the individual SVR techniques. The
final rankings are determined using the Borda count
voting system, with results presented in Table 5.

The results reveal that ensemble methods achieved
the top ranking only twice. In comparison, SVRP
was ranked first in three datasets, and SVRR secured
the top position in one dataset. It is evident that no
single ensemble approach consistently outperformed
all other techniques across every dataset. The per-
formance of the ensembles varied depending on the
dataset. However, it is noteworthy that, in the ma-
jority of cases, the ensemble methods outperformed
the SVRS technique. On the other hand, certain SVR
variants outperformed the ensemble methods in sev-
eral datasets, with the exception of the ISBSG and
Desharnais datasets, where ensembles generally sur-
passed the single SVR techniques, except for SVRP.
Consequently, there is no definitive evidence to es-
tablish the superiority of any specific technique over
others.

To statistically assess the significant differences
between the proposed techniques, we employed the
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Table 5: Rank of Single and Ensemble SVR techniques over the six datasets.

Rank COCOMO ISBSG Miyazaki Desharnais Albrecht Kemerer
1 SVRP EMLP EMLP SVRP SVRR SVRP
2 EMLP SVRP SVRP EIRWM EMLP EMLP
3 SVRR EIRWM EIRWM EAVR SVRP EIRWM
4 EIRWM EAVR SVRL EMLP EMED SVRL
5 EMED EMED SVRR SVRL SVRL SVRR
6 EAVR SVRL EMED EMED EIRWM EAVR
7 SVRL SVRR SVRS SVRR SVRS EMED
8 SVRS SVRS EAVR SVRS EAVR SVRS

Table 6: Clusters identified by SK test.

Technique COCOMO ISBSG Miyazaki Desharnais Albrecht Kemerer
EAVR 2 2 3 2 5 2

EIRWM 1 2 3 1 4 2
EMED 2 2 3 2 3 2
EMLP 1 1 1 1 1 1
SVRL 2 2 3 2 3 2
SVRP 1 1 2 1 2 1
SVRR 2 2 3 2 1 2
SVRS 2 2 4 2 6 3

Scott-Knott statistical test. This test was used to iden-
tify clusters of techniques with comparable predictive
capabilities based on AE. The identified clusters for
each dataset are detailed in Table 6.

The SK test revealed two clusters in the Deshar-
nais, COCOMO, and ISBSG datasets, four clusters
in the Miyazaki dataset, and three clusters in the Ke-
merer dataset. The Albrecht dataset had the high-
est number of clusters. In the COCOMO dataset,
the SK test showed no significant difference between
the SVRP and EMLP techniques. Similar findings
were observed for the ISBSG and Kemerer datasets.
For the Desharnais dataset, the EIRWM, EMLP, and
SVRP techniques were grouped into the same cluster,
indicating that they have similar predictive capabili-
ties. In the Albrecht dataset, the most effective cluster
included both EMLP and SVRR techniques. For the
Miyazaki dataset, the EMLP ensemble was part of the
top-performing cluster. Notably, the SVRS technique
consistently appeared in the lowest-performing clus-
ter across all datasets, while other ensemble methods,
such as those using average or median combiners, did
not fall into the worst cluster.

These results suggest that ensemble methods, par-
ticularly those incorporating non-linear rules like
MLP, show promising performance.

6 CONCLUSIONS AND FUTURE
WORK

This paper investigates the potential of Support Vector
Regression in SDEE. The study evaluates four SVR
variants tailored for SDEE and proposes a homoge-
neous ensemble of these variants, employing three
linear and one non-linear combiner. The optimiza-
tion of the SVR variants is performed using the PSO
technique. Six widely recognized datasets are used
to assess the proposed approaches, and various per-
formance indicators are applied, with the LOOCV
method utilized for validation. The research ad-
dresses three RQs, with the key findings summarized
as follows:

• (RQ1). The SVR variant using the polynomial
kernel proves to be the most suitable for SDEE.
Overall results show that this variant outperforms
others using different kernels in terms of accuracy.

• (RQ2). There is no conclusive evidence of the su-
periority of SVR ensembles over single SVR tech-
niques. Empirical results suggest that both ap-
proaches achieve similar predictive accuracy, with
no statistically significant differences.

• (RQ3). The results indicate that the SVR ensem-
ble using the non-linear MLP rule achieves higher
performance accuracy compared to ensembles us-
ing linear rules.
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Ongoing work focuses on evaluating SVR tech-
niques incorporating feature selection methods and
developing a statistical framework for dynamically
selecting SVR variants as ensemble members. Fur-
ther exploration of alternative combination rules, par-
ticularly non-linear ones, is essential to validate and
extend the study’s findings.
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Abstract: Delivering an accurate estimation of the effort required for software system development is crucial for the
success of any software project. However, the software development lifecycle (SDLC) involves multiple ac-
tivities, such as software design, software build, and software testing, among others. Software testing (ST)
holds significant importance in the SDLC as it directly impacts software quality. Typically, the effort required
for the testing phase is estimated as a percentage of the overall predicted SDLC effort, typically ranging be-
tween 10% and 60%. However, this approach poses risks as it hinders proper resource allocation by managers.
Despite the importance of this issue, there is limited research available on estimating ST effort. This paper
aims to address this concern by proposing four machine learning (ML) techniques and a heterogeneous ensem-
ble to predict the effort required for ST activities. The ML techniques employed include K-nearest neighbor
(KNN), Support Vector Regression, Multilayer Perceptron Neural Networks, and decision trees. The dataset
used in this study was obtained from a well-known repository. Various unbiased performance indicators were
utilized to evaluate the predictive capabilities of the proposed techniques. The overall results indicate that the
KNN technique outperforms the other ML techniques, and the proposed ensemble showed superior perfor-
mance accuracy compared to the remaining ML techniques.

1 INTRODUCTION

The software development life cycle (SDLC) encom-
passes a comprehensive range of activities that cover
multiple aspects of a software project. These activi-
ties include strategic planning, thorough requirements
specification, meticulous analysis and design, pre-
cise programming, rigorous testing, seamless integra-
tion, smooth deployment, and various other support-
ive tasks. Together, they form a cohesive framework
for the successful development and implementation
of high-quality software systems (Radliński, 2023).
Ensuring precise estimation of the effort needed to
accomplish each of these activities is crucial for the
overall success of the project (Charette, 2005). De-
spite the majority of research in the literature focusing
on proposing automated techniques for accurate ef-
fort estimation in software development (Hosni et al.,

a https://orcid.org/0000-0001-7336-4276
b https://orcid.org/0009-0003-0052-8702
c https://orcid.org/0000-0002-3320-622X

2019a; Azzeh and Nassif, 2013), there has been rela-
tively limited research conducted specifically on pre-
dicting the effort required to complete a specific ac-
tivity in the SDLC, such as testing, even though it is
a significant and challenging area. Therefore, this re-
search work attempts to propose a software testing ef-
fort estimation technique based on machine learning
methods.

Recently, a systematic literature review (SLR) was
conducted on the use of ML in software testing (Ajor-
loo et al., 2024). This work systematically analyzes
40 studies published between 2018 and 2024, explor-
ing various ML methods, including supervised, un-
supervised, reinforcement, and hybrid approaches in
software testing. It highlights ML’s significant role
in automating test case generation, prioritization, and
fault detection, but also identifies a critical gap in the
area of software test effort prediction—an important
element for effective resource management, cost es-
timation, and project scheduling. Despite its impor-
tance, the review reveals that few studies specifically
address this area, underscoring the urgent need for
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further research on ML-based models to improve test
effort predictions and enhance overall software test-
ing efficiency.

Software testing holds significant importance in
the SDLC as it serves to identify defects, errors,
and inconsistencies within a software system (López-
Martı́n, 2022). The primary objective of this impor-
tant phase is to execute software components or sys-
tems to uncover bugs, verify adherence to specified
requirements, and ensure the overall quality of the
software product. By conducting comprehensive test-
ing, developers can detect and rectify any flaws, en-
suring that the software meets the desired standards
and functions optimally (Radliński, 2023). The test-
ing process plays a critical role in enhancing the reli-
ability, performance, and user experience of the soft-
ware, contributing to the success of the overall devel-
opment project.

Software testing activities play a vital role in eval-
uating the functionality of software and determining
the extent to which it meets stakeholders’ expecta-
tions. Essentially, this phase ensures the software’s
desired quality. In terms of time and cost, soft-
ware testing holds significant importance within the
SDLC. Researchers have made several efforts to esti-
mate the effort required for conducting testing activ-
ities (Radliński, 2023). Typically, the effort needed
to test a software system is measured in person-hours
(López-Martı́n, 2022). During the planning phase of
a project, the overall effort required for the SDLC
is estimated, and a certain percentage is allocated
to account for software testing activities. However,
accurately predicting the effort necessary for testing
poses challenges due to the considerable variability in
the percentage allocation for testing critical software
components. This percentage can vary widely, from
10% to 60% or even higher (López-Martı́n, 2022).
Thus, accurately estimating the effort required for
testing remains a complex task.

ML techniques have been widely employed for
over three decades to estimate software development
effort with a higher degree of accuracy (Hosni and
Idri, 2018). These techniques utilize historical data
from completed projects to uncover complex relation-
ships between various software factors and the ef-
fort required to develop a software system (Ali and
Gravino, 2019; Wen et al., 2012). This enables ML
models to generate more accurate predictions, over-
coming the limitations of traditional software estima-
tion techniques, such as parametric methods. Un-
like traditional approaches, ML techniques can cap-
ture non-linear relationships between the target vari-
able (i.e., effort) and the independent variables. This
flexibility makes ML models well-suited for provid-

ing reliable estimations, which in turn assist project
managers in making informed decisions regarding re-
source allocation and effectively monitoring overall
project progress.

In Software Development Effort Estimation
(SDEE), researchers have extensively explored a
novel approach known as ensemble effort estima-
tion (EEE) (Hosni et al., 2019b; Idri et al., 2016;
d. A. Cabral et al., 2023). This technique involves
combining multiple ML techniques into a single en-
semble model, utilizing a combination rule to gener-
ate predictions. The EEE approach has demonstrated
superior accuracy compared to using a single ML
technique. Extensive literature reports consistently
indicate that EEE outperforms individual ensemble
members in most cases, highlighting the effectiveness
of the ensemble approach in improving the accuracy
of SDEE.

In this paper, our objective is to explore the ap-
plication of well-established ML techniques in SDEE
specifically for estimating the effort required in soft-
ware testing activities. We have selected four widely
used ML techniques: k-nearest neighbor (KNN), Sup-
port Vector Regression (SVR), Multilayer Perceptron
(MLP) Neural Networks, and decision trees (DTs).
Additionally, we propose an ensemble model that
combines these four ML techniques. To obtain the
final estimation from the ensemble, three combiners
are employed: average, median, and inverse ranked
weighted mean.

To conduct our study, we utilized a histori-
cal dataset obtained from the International Soft-
ware Benchmarking and Standards Group (ISBSG)
database, Release 12. In this research work, we ad-
dress three research questions (RQs):

• (RQ1). Among the four ML techniques used,
which one generates the most accurate results?

• (RQ2). Is there any evidence that the proposed
ensemble method performs better than the in-
dividual ML techniques?

• (RQ3). What are the main features that impact
software testing effort (STE) among the input
features used for the ML techniques?
The main features of this paper are as follows:

• Utilizing four well-known ML techniques for es-
timating software testing effort (STE).

• Employing an ensemble method for estimating
STE.

• Evaluating the predictive capabilities of these
STE techniques using unbiased performance mea-
sures.
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• Identifying the most significant features that im-
pact the estimation of STE.

The organization of the remaining parts of this pa-
per is as follows: Section 2 presents a comprehensive
analysis of previous studies. Section 3 provides the
list of the ML techniques employed in this research.
Section 4 outlines the methodology implemented, in-
cluding the materials utilized. Section 5 discusses the
significant findings derived from the study. Lastly,
the concluding section summarizes the paper and pro-
poses future research directions.

2 RELATED WORK

This section presents some related work conducted in
the literature of STE estimation and defines the EEE
approach.

López-Martı́n (López-Martı́n, 2022) carried out
an empirical study to explore the use of ML tech-
niques for predicting software testing effort (STE) in
the software development lifecycle (SDLC). The re-
search examined five ML models—case-based rea-
soning, artificial neural networks (ANN), support
vector regression (SVR), genetic programming, and
decision trees (DTs)—to assess their accuracy in es-
timating software development effort (SDEE). The
models were trained and evaluated using datasets
from the ISBSG, which were chosen based on fac-
tors such as data quality, development type, platform,
programming language, and resource level. The find-
ings revealed that support vector regression (SVR)
provided the most accurate predictions, particularly
when evaluated using mean absolute error (MAE).

Labidi et al. (Labidi and Sakhrawi, 2023) con-
ducted an empirical study aimed at predicting soft-
ware testing effort (STE) using ensemble methods.
The proposed approach combined three machine
learning techniques: ANN, SVR, and DTs, with each
model optimized through grid search. The ISBSG
dataset was employed after a preprocessing step for
empirical evaluation. Results indicated that the en-
semble model outperformed the individual ML tech-
niques based on performance metrics such as root
mean square error (RMSE), R-squared, and MAE.
However, the study lacks specific details about the
dataset used for training and testing, only mentioning
that 17 features were used as inputs for the predic-
tive models. To the best of the authors’ knowledge,
this study, along with another, represents the limited
research exploring ML techniques for predicting soft-
ware testing effort.

In the last decade, there has been significant in-
vestigation into the ensemble approach in the context

of SDEE. This approach involves predicting the ef-
fort needed to develop a software system by using
multiple estimators. Ensembles can be categorized
into two types (Azzeh et al., 2015; Elish et al., 2013):
homogeneous and heterogeneous. Homogeneous en-
sembles combine at least two variants of the same es-
timation technique or combine one estimation tech-
nique with a meta-learner such as Bagging, Boosting,
or Random Subspace. Heterogeneous ensembles, on
the other hand, involve combining at least two differ-
ent techniques. A review conducted by Idri et al. (Idri
et al., 2016) identified 16 SDEE techniques that have
been used to construct EEE techniques. The review
revealed that the homogeneous type of ensemble was
the most frequently investigated. In terms of combin-
ers, the review identified 20 different combiners that
were adopted to merge the individual estimates pro-
vided by the ensemble members. It was found that
linear rules were the most commonly used type of
combiner.

3 MACHINE LEARNING

Four ML techniques were employed in this study :
KNN (Altman, 1992), MLP (Simon, 1999), SVR (Si-
mon, 1999), and DT (Jeffery et al., 2001), besides an
heterogeneous ensemble consisting of the four ML
techniques using three combiners: average, median,
and inverse ranked weighted mean.

4 EMPIRICAL DESIGN

This section outlines the experimental design adopted
to conduct the experiments presented in this paper.
It begins by specifying the performance metrics and
statistical tests used to assess the accuracy of the
proposed predictive models. Next, it details the use
of the grid search hyperparameter optimization tech-
nique to fine-tune the parameter settings of the pre-
dictive models. It then provides information on the
dataset chosen for empirical analysis. Finally, it de-
scribes the methodology employed for building the
predictive models.

4.1 Performance Metrics and Statistical
Test

To evaluate the accuracy of the proposed techniques,
we employed a set of eight widely used performance
criteria commonly found in the SDEE literature.
These criteria include Mean Absolute Error (MAE),
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Mean Balanced Relative Error (MBRE), Mean In-
verted Balanced Relative Error (MIBRE), along with
their respective median values, Logarithmic Standard
Deviation (LSD), and Prediction at 25% (Pred(25))
(Miyazaki, 1991; Minku and Yao, 2013; Foss et al.,
2003).

Additionally, to determine whether the investi-
gated STEE techniques outperformed random guess-
ing, we utilized standardized accuracy (SA) and effect
size as additional evaluation measures (Shepperd and
MacDonell, 2012). The mathematical formulas for
these performance indicators are provided in Equa-
tions (1)-(8).

AEi = |ei− êi| (1)

Pred(0.25) =
100
n

n

∑
i=1

{
1 if AEi

ei
⩽ 0.25

0 otherwise
(2)

MAE =
1
n

n

∑
i=1

AEi (3)

MBRE =
1
n

n

∑
i=1

AEi

min(ei, êi)
(4)

MIBRE =
1
n

n

∑
i=1

AEi

max(ei, êi)
(5)

LSD =

√
∑n

i=1(λi +
s2

2 )
2

n−1
(6)

SA = 1− MAEpi

MAE p0

(7)

△ =
MAEpi −MAE p0

Sp0

(8)

where:

• ei and êi denote the actual and predicted effort,
respectively, for the ith project.

• The average mean absolute error from numerous
random guessing trials is represented by MAE p0 .
It is computed by randomly sampling (with equal
probability) from the remaining n− 1 cases and
setting êi = er, where r is a randomly selected
value from 1 to n, excluding i. This randomiza-
tion method is robust as it does not rely on any
assumptions about the population.

• The mean of absolute errors for a given prediction
technique i, denoted as MAEpi , corresponds to the
standard deviation of the sample derived from the
random guessing approach.

• λi is determined by taking the natural logarithm
of ei and subtracting the natural logarithm of êi.

• The term s2 is used as an estimator of the residual
variance associated with λi.

The predictive models were built using the Leave-
One-Out Cross-Validation (LOOCV) technique.

To assess the statistical significance of the pro-
posed technique based on AE, the Scott-Knott (SK)
test was employed. The SK test is a statistical method
used to compare and rank different approaches or
techniques based on their performance metrics. It
helps determine whether there are significant dif-
ferences in performance between the evaluated ap-
proaches.

4.2 Hyperparameters Optimization

Several papers in the SDEE literature have discussed
hyperparameter settings in detail (Song et al., 2013;
Hosni et al., 2018; Hosni, 2023). These studies
have highlighted the importance of optimization tech-
niques in enhancing the accuracy of predictive mod-
els. It has been observed that the performance of ML
techniques in SDEE can vary significantly across dif-
ferent datasets. Consequently, using the same param-
eter settings for a given technique may result in an
incorrect assessment of its predictive capability. To
address this issue, we employ the grid search opti-
mization method to determine the optimal parameter
values for the selected models. Table 1 presents the
predefined search space, specifying the range of opti-
mal parameter values for each ML technique.

4.3 Datasets

The predictive analysis conducted in this paper uti-
lized the dataset from the International Software
Benchmarking Standards Group (ISBSG). This com-
prehensive dataset includes over 6,000 projects and
more than 120 features covering aspects such as
project size, effort, schedule, development type, and
application environment. Prior to building the ma-
chine learning models, the dataset undergoes prepro-
cessing. This process starts with selecting software
projects with high data quality, adhering to the guide-
lines established by the ISBSG group. The selection
criteria are based on the standards outlined in (Hosni
et al., 2019a; Labidi and Sakhrawi, 2023).

Afterwards, we selected attributes that, according
to the authors’ knowledge, have a clear influence on
the STE. As a result, we selected nine numerical fea-
tures along with the target variable ’Effort Test’. The
input features used for our predictive models are listed
in Table 2. It is worth noting that any data rows with
missing values were removed from the dataset.
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Table 1: Range of parameters values for each ML technique.

Technique Search space

KNN
’n neighbors’: [1,11],
’weights’: [’uniform’, ’distance’],
’metric’: [’euclidean’, ’manhattan’, ’cityblock’, ’minkowski’]

SVR

’kernel’: [’rbf’, ’poly’],
’C’: [5, 10, 20, 30, 40, 50, 100],
’epsilon’: [0.0001, 0.001, 0.01, 0.1],
’degree’: [2, 3, 4, 5, 6],
’gamma’: [0.0001, 0.001, 0.01, 0.1]

MLP

’hidden layer sizes’: [(8,), (8,16), (8, 16, 32), (8,16,32,64)],
’activation’: [’relu’, ’tanh’, ’identity’, ’logistic’],
’solver’: [’adam’, ’lbfgs’, ’sgd’],
’learning rate’: [’constant’, ’adaptive’, ’invscaling’],

DT
’criterion’: [’squared error’, ’friedman mse’, ’absolute error’,
’poisson’],’max depth’: [None] + [1, number of feature
space],’max features’: [None, ’sqrt’, ’log2’]

Table 2: Selected features.

Feature Importance score
Enquiry count 0.131424

File count 0.12467
Output count 0.121829

Adjusted function points 0.12108
Input count 0.120946

Max team size 0.120207
Interface count 0.103466

Value adjustment factor 0.083748
User base - locations 0.07263

Effort test -

4.4 Evaluation Methodology

This subsection outlines the experimental design em-
ployed to develop and evaluate the proposed STE
techniques in this paper.

• Step 1: Four ML algorithms: KNN, SVR, MLP
and DT, were trained and optimized using grid
search with 10-fold cross-validation to identify
the best hyperparameters.

• Step 2: Optimal hyperparameter values were se-
lected for each model based on the lowest Mean
Absolute Error (MAE).

• Step 3: The models were then retrained using the
identified optimal parameters and evaluated using
LOOCV.

• Step 4: The validity of the optimized mod-
els was assessed through Standardized Accuracy
(SA) and effect size analysis, comparing their
performance against the 5% quantile of random
guessing.

• Step 5: Performance was measured using a com-
prehensive set of indicators: Mean Absolute Error
(MAE), Median Absolute Error (MdAE), Mean
Inverted Balanced Relative Error (MIBRE), Me-
dian Inverted Balanced Relative Error (MdIBRE),
Mean Balanced Relative Error (MBRE), Median
Balanced Relative Error (MdBRE), Logarithmic
Standard Deviation (LSD), and Prediction at 25%
(Pred(25)).

• Step 6: A heterogeneous ensemble was created
by integrating the four models using three combi-
nation methods: average (AVR), median (MED),
and inverse rank-weighted mean (IRWM).

• Step 7: The ensemble’s performance was evalu-
ated using the same metrics outlined in Step 5.

• Step 8: The software effort estimation methods
were ranked using the Borda count voting system,
considering all eight performance metrics.

• Step 9: The Scott-Knott statistical test was ap-
plied to group the estimation techniques into sta-
tistically similar categories based on AE, iden-
tifying those with comparable predictive perfor-
mance.

5 EMPIRICAL RESULTS

This section presents the empirical findings derived
from the experiment conducted in this paper. The
experiments were executed using various tools, with
Python and its associated libraries being used to run
the experiments. Additionally, the R programming
language was utilized to perform the SK test.
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5.1 Single Techniques Assessment

In this phase, the first step involves identifying the
optimal parameters that yield improved estimates for
each individual technique. To achieve this, multiple
rounds of preliminary experiments were conducted
using the grid search optimization technique. The
hyperparameters were varied within the range val-
ues specified in Table 1 for the four selected ML
techniques: KNN, SVR, MLP, and DT. The evalua-
tion was performed using the 10-fold cross-validation
technique. The objective function targeted for mini-
mization was the MAE criterion. The rationale behind
selecting MAE is its unbiased nature as a performance
measure.

Subsequently, we constructed our predictive mod-
els using the optimal parameters identified in the pre-
vious step, employing the LOOCV technique for val-
idation. This approach was selected for its ability to
provide low bias and high variance estimates, enhanc-
ing the replicability of the study.

We then evaluated the reasonability of our STE
techniques by comparing them to a baseline estima-
tor suggested by Shepperd and MacDonell (Shepperd
and MacDonell, 2012), which constructs an estimator
through multiple runs of random guessing.

The evaluation was carried out using the Stan-
dardized Accuracy (SA) metric and effect size (∆),
as proposed by the authors. As shown in Table 3,
all four ML techniques significantly outperformed
random guessing, showing substantial improvement
with effect sizes greater than 0.8 (∆ > 0.8). Notably,
all techniques exceeded the 5% quantile of random
guessing. Among the techniques, KNN ranked high-
est in both SA and effect size improvement, while
SVR ranked lowest.

Table 3: SA and effect size value of the constructed tech-
niques.

Technique SA Delta
SA5%= 0.2061

KNN 0.981245 -7.134
SVR 0.384077 -2.79237
MLP 0.548538 -3.98806
DT 0.554524 -4.03159

We then assessed the accuracy of the four ML
techniques using the eight chosen performance met-
rics. The evaluation results are summarized in Ta-
ble 4.

The KNN technique demonstrated the highest ac-
curacy among the four ML techniques used in this
study, consistently ranking first across all eight per-
formance metrics. DT and MLP followed, frequently

alternating between second and third positions across
several indicators. SVR consistently ranked lowest
across all performance measures.

These results suggest that the proposed approach
provides satisfactory accuracy, with KNN standing
out as the most effective technique for estimating STE
among those evaluated.

5.2 Ensemble Methods

This step involves constructing the proposed hetero-
geneous ensemble using the four ML techniques.
The ensemble produces the final estimation through
three combiners: AVR, MED, and IRWM based
on the MAE. This approach is grounded in SDEE
literature, which indicates that ensembles typically
achieve higher accuracy than individual estimation
techniques.

Performance metrics of the constructed ensemble,
based on the eight selected indicators, are presented
in Table 5. The ensemble with the IRWM combiner
(EIRWM) consistently outperformed the others, rank-
ing first across all performance metrics. The ensem-
bles with AVR (EAVR) and MED (EMED) combiners
ranked second and third, respectively. The consistent
rankings of the ensemble techniques across all perfor-
mance indicators demonstrate their reliable and stable
accuracy.

5.3 STE Techniques Comparison

In this step, we ranked all the proposed techniques
using the eight accuracy measures. The final rank-
ing was determined through the Borda count voting
system, which considers all eight performance met-
rics. This approach was chosen because the accu-
racy of a technique can depend on the selected per-
formance indicators, potentially leading to conflicting
results as different metrics may produce varying rank-
ings for each technique (Myrtveit et al., 2005; Mittas
and Angelis, 2013). Table 6 presents the final rank-
ings obtained through the Borda count system. As
shown, the KNN technique achieved the top position,
followed by the three heterogeneous ensembles, with
SVR ranked last.

To validate these results, we conducted the SK
statistical test to identify techniques with statistically
similar predictive capabilities. The SK test was per-
formed based on the AE of the proposed techniques.
Table 6 shows the content of clusters identified by the
SK test.

The first cluster contained only the KNN tech-
nique, while the second cluster included the proposed
ensemble methods. The last cluster was comprised
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Table 4: Performance metrics for the four ML techniques.

Technique MAE MdAE MBRE MdBRE MIBRE MdIBRE PRED LSD
KNN 17.66399 0 0.168228 0 0.019629 0 95.55556 0.320259
SVR 580.0858 336.8311 112995.8 1.602058 0.523648 0.615689 17.77778 3.649184
MLP 425.1941 313.952 106435.1 0.753829 0.456234 0.429819 24.44444 3.235486
DT 419.5556 225 75112.29 0.836956 0.453273 0.455621 24.44444 3.418981

Table 5: Accuracy performance of the ensemble methods.

Technique MAE MdAE MBRE MdBRE MIBRE MdIBRE PRED LSD
EAVR 306.2841 190.1564 73635.61 0.555469 0.374774 0.3571069 35.55556 3.103686
EMED 333.5098 207.3907 90773.51 0.710584 0.394308 0.4154042 35.55556 3.236895
EIRWM 244.7196 156.9293 55120.18 0.439571 0.327887 0.3053485 42.22222 2.971071

Table 6: Rank obtained by Borda Count Voting System, and
identified Clusters.

Rank Models Cluster
1 KNN 1
2 EIRWM 2
3 EAVR 2
4 EMED 2
5 DT 3
6 MLP 3
8 SVR 4

solely of the SVR technique. Notably, the clusters
identified by the SK test correspond closely with the
rankings obtained through the Borda count method.
This confirms that the KNN technique remains sta-
tistically the most superior, while the three proposed
ensemble methods consistently outperform the other
individual techniques.

5.4 Features Importance

An important aspect of our investigation was assess-
ing feature importance in explaining the target vari-
able, Effort Test. We employed the ExtraTreesClas-
sifier, which uses multiple decision trees to evalu-
ate and rank the significance of features within the
dataset.

Table 2 shows the importance scores for each fea-
ture used in our predictive models. The results con-
firm that all features contribute to the target variable,
aligning with our manual feature selection process
on the original ISBSG dataset. Notably, the ISBSG
dataset contains over 100 features, suggesting that
incorporating additional relevant features could en-
hance the predictive models’ accuracy.

It is important to note that there is currently no
literature specifically addressing which software fea-
tures are most effective for predicting software testing
activities. Therefore, a more comprehensive analysis

is required to identify the most impactful features for
this purpose.

6 CONCLUSIONS AND FURTHER
WORK

This empirical study explored the effectiveness of ML
techniques in estimating the effort required for soft-
ware testing activities within the SDLC. Four ML
techniques and three heterogeneous ensembles were
examined, with hyperparameters optimized using grid
search. The evaluation employed the Leave-One-Out
Cross-Validation (LOOCV) technique and eight unbi-
ased performance metrics. The key findings related to
each research question are summarized below:

• (RQ1). The KNN technique consistently outper-
formed the other three ML techniques across all
eight performance metrics.

• (RQ2). Results indicated that the ensemble meth-
ods did surpass the accuracy of the individual
techniques (SVR, DT, and MLP) and show less
performance than KNN. This conclusion was sup-
ported by the SK test.

• (RQ3). All features used in training the ML
techniques were identified as important; however,
integrating additional features could further en-
hance the models’ predictive capabilities.

Ongoing research is focused on exploring alter-
native ensemble methods, particularly homogeneous
ensembles, which were not covered in this study. Ef-
forts are also underway to improve the selection of
ensemble components. Additionally, acquiring more
relevant datasets for STE is a key priority, as this will
contribute to the development of more robust and ac-
curate STE models.
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Abstract: Machine Learning (ML) solutions have demonstrated significant improvements across various domains. 
However, the complete integration of ML solutions into critical fields such as medicine is facing one main 
challenge: interpretability. This study conducts a systematic mapping to investigate primary research focused 
on the application of fuzzy logic (FL) in enhancing the interpretability of ML black-box models in medical 
contexts. The mapping covers the period from 1994 to January 2024, resulting in 67 relevant publications 
from multiple digital libraries. The findings indicate that 60% of selected studies proposed new FL-based 
interpretability techniques, while 40% of them evaluated existing techniques. Breast cancer emerged as the 
most frequently studied disease using FL interpretability methods. Additionally, TSK neuro-fuzzy systems 
were identified as the most employed systems for enhancing interpretability. Future research should aim to 
address existing limitations, including the challenge of maintaining interpretability in ensemble methods 

1 INTRODUCTION 

With the emergence of social networks and the digital 
transformation of most of the aspects of our lives, 
data has become abundant (Yang et al., 2017). Based 
on this data, Machine Learning (ML) techniques can 
provide decision-makers with future insights and help 
them make informed decisions. ML techniques are 
now being used in various fields given engineering 
(Thai, 2022), industry (Bendaouia et al., 2024), 
medicine (Zizaan and Idri, 2023), etc. 

ML techniques can be divided into two classes: 
white-box and black-box models. White-box models, 
like decision trees or linear classifiers, are transparent 
and easily interpretable, allowing for straightforward 
explanations of the knowledge they learn. On the 
other hand, black-box models, such as Support Vector 
Machines (SVMs), Random Forests, and Artificial 
Neural Networks (ANNs) (Loyola-Gonzalez, 2019), 
are not interpretable.  

With the popularity of Deep Learning (DL), black 
box techniques have been extensively and successfully 
used: the more data these techniques are fed, the better 
their performance capabilities (Alom et al., 2019). 

 
a  https://orcid.org/0000-0002-4611-6987 
b  https://orcid.org/0000-0002-4586-4158 

Despite their effectiveness, black box techniques 
lack an acceptable performance-interpretability 
tradeoff, and this represents a major obstacle to their 
acceptance in several domains where the cost of an 
error is very high and intolerable (Alom et al., 2019). 
For example, in the medical context, a “wrong” 
decision is likely to cost the life of a patient. Thus, 
interpretability in medicine can be used to argue the 
diagnosis or treatments given and makes the ML 
technique used trustworthy to physicians and patients.   

Interpretability refers to how well humans can 
comprehend the reasons behind a decision made by a 
model  (Christoph, 2020). The evaluation and 
assessment of interpretability techniques are 
challenging and sometimes left to subjectivity as it 
has no common interpretability measure. 

A common technique to make black box 
techniques interpretable is to use fuzzy logic (FL).  
Works attempting to use FL to interpret ML black box 
models do so in two ways:  1) fuzzy rule extraction 
(Markowska-Kaczmar and Trelak, 2003), where FL 
is used to extract fuzzy rules explaining the behavior 
of the model; fuzzy rules are composed of linguistic 
variables that are more comprehensible to humans 
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(Zadeh, 1974). And 2) neuro-fuzzy systems which are 
used to add the interpretability aspect to ANNs while 
maintaining their learning and performance 
capabilities (de Campos Souza, 2020). 

To the best of our knowledge, no Systematic 
Mapping Study (SMS) dealing with the use of FL in 
ML black box models’ interpretability has been 
carried out for medical applications. However, there 
are some works related to this topic. For instance, 
Souza (de Campos Souza, 2020)  reviewed the theory 
behind hybrid models, i.e., the models based on FL 
and ANNs, and concluded that such models present a 
certain degree of interpretability while maintaining a 
high level of performance. Similarly, Das and al. (Das 
et al., 2020) reviewed the improvements FL can bring 
to DNNs and the real-life applications of such 
models. Other recent studies have reviewed fuzzy 
interpretability to highlight its emerging trend and the 
promises of this field (Padrón-Tristán et al., 2021). 

This study presents an SMS of the use of FL in 
ML interpretability for medical applications. We 
conducted a search on six digital libraries: IEEE 
Xplore, ScienceDirect, PubMed, ACM Digital 
Library, Wiley, and Google Scholar. The search was 
conducted in the period between 1994 and January 
2014 and has identified 67 primary studies. The 
selected studies were analyzed according to four 
Mapping Questions (MQs):  
- Publication channels and years of publications 

(MQ1).  
- Type of presented contribution (MQ2).  
- Identifying the studied medical diseases (MQ3). 
- Discovering the FL categories and systems used 

the most by the selected papers (MQ4). 
The structure of this paper is as follows: Section 

2 provides an introduction to ML interpretability and  
FL. Section 3 outlines the research methodology used 
to carry out this SMS. Section 4 details the findings 
from the mapping study. Lastly, the conclusions are 
discussed in Section 5.  

2 BACKGROUND 

This section presents an overview of the concepts and 
techniques that will be referred to in this study. 

2.1 Interpretability 

Interpretability techniques (i.e., post-hoc or post-
modeling interpretability techniques) are used to 
explain the behavior of certain ML models that are 
not intrinsically interpretable (i.e., black box) 
(Barredo Arrieta et al., 2020). These techniques can 

be classified based on their applicability and their 
scope. In terms of applicability, post-hoc 
interpretability techniques can be divided into two 
main groups: 1) model-agnostic methods which can 
be applied to any ML model (Barredo Arrieta et al., 
2020).  These methods work without accessing the 
model's internal architecture and are applied after the 
training (e.g. Fuzzy rule extraction (Markowska-
Kaczmar and Trelak, 2003)). 2) Model-specific 
methods (Barredo Arrieta et al., 2020), on the other 
hand, rely on the internal structure of a particular 
model and can only explain that model (Carvalho et 
al., 2019) (e.g., feature relevance, visualization). 

Another type of interpretability techniques 
classification can be done using the scope of the 
explanations they generate. 1) Global interpretability 
techniques which try to explain the whole behavior of 
a model; and 2) Local interpretability techniques 
which are only concerned with explaining the process 
that led the model to a particular decision (Doshi-
Velez and Kim, 2017). Examples of global 
interpretability techniques are permuted feature 
importance (Fisher et al., 2018) and global surrogates 
(Christoph, 2020).  Local interpretable model-
agnostic explanations (LIME) (Barredo Arrieta et al., 
2020) and SHapley Additive exPlanations (SHAP) 
(Lundberg et al., 2017) are two of the popular local 
interpretability techniques). Moreover, methods that 
combine a white-box and a black-box to achieve a 
tradeoff between performance and interpretability are 
referred to as hybrid architectures (e.g., neuro-fuzzy 
systems (Ouifak and Idri, 2023a)).   

2.2 Fuzzy Inference Systems 

Fuzzy inference systems (FIS) use a set of fuzzy rules 
to map inputs to outputs (Jang, 1993). There are two 
primary types of FIS: Mamdani and Takagi-Sugeno-
Kang (TSK). The difference between these types 
occurs in the consequent part of their fuzzy rules 
(Zhang et al., 2020). 

Mamdani FIS (Mamdani and Assilian, 1975): 
Developed by Mamdani for controlling a steam 
engine and boiler system, the Mamdani FIS follows 
four steps: 1) Fuzzifying the inputs, 2) Evaluating the 
rules (inference), 3) Aggregating the results of the 
rules, and 4) Defuzzifying the output. This type of FIS 
is often used in Linguistic Fuzzy Modeling (LFM) 
because of its interpretable and intuitive rule bases. 
For example, in a system with one input and one 
output, a Mamdani fuzzy rule might be structured as: 

                𝐼𝑓 𝑥 𝑖𝑠 𝐴 𝑇ℎ𝑒𝑛 𝑦 𝑖𝑠 𝐵                       (1) 
where x and y are linguistic variables, A and B are 
fuzzy sets. 
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TSK (Takagi-Sugeno-Kang) FIS (Sugeno and 
Kang, 1988): This type of FIS was introduced by 
Takagi, Sugeno, and Kang. It also uses fuzzy rules but 
differs in that the consequent part is a mathematical 
function of the input variables rather than a fuzzy set. 
For example, in a system with two inputs, a TSK 
fuzzy rule might be structured as:  𝐼𝑓 𝑥 𝑖𝑠 𝐴 𝑎𝑛𝑑 𝑦 𝑖𝑠 𝐵 𝑡ℎ𝑒𝑛 𝑧 𝑖𝑠 𝑓ሺ𝑥, 𝑦ሻ       (2) 
where x and y are linguistic variables, A and B are 
fuzzy sets, and 𝑓ሺ𝑥, 𝑦ሻ is a linear function. 

3 METHODOLOGY 

Kitchenham and Charters (Kitchenham and Charters, 
2007) proposed a mapping and review process 
consisting of six steps as shown in Figure 1. The 
present mapping study follows their process.  

 
Figure 1: Mapping methodology steps (Kitchenham and 
Charters, 2007). 

3.1 Mapping Questions 

The purpose of this SMS is to select and organize 
research works focused on using fuzzy systems to 
interpret ML models for medical applications. The 
proposed MQs for this study are outlined in Table 1. 

Table 1: Mapping questions of the study. 

ID Question Motivation 

MQ1 What are the publication 
channels and years of 
publications? 

To determine if there is a 
dedicated publication 
channel and to identify the 
number of articles 
discussing the use of FL in 
enhancing the 
interpretability of ML 
black box models for 
medicine over the years

MQ2 What are the types of 
contributions presented 
in the literature? 

To identify the different 
types of studies dealing 
with the use of FL for ML 
black box models’ 
interpretability 

MQ3 What are the most 
studied diseases? 

To find out the diseases 
and the medical 
applications that were 
mostly studied using the 
fuzzy systems to make ML 
decisions interpretable 

MQ4 What are is the type of 
fuzzy systems most 
evaluated? 

To discover the FL 
technique category 
claimed to have a better 
chance of enhancing the 
interpretability of ML 
black box models 

3.2 Search Strategy 

To address the suggested MQs, we initially created a 
search string and then selected six digital libraries: 
IEEE Xplore, ScienceDirect, ACM Digital Library, 
PubMed, Wiley, and Google Scholar. These libraries 
were frequently used in previous reviews in the field 
of medicine (Ouifak and Idri, 2023b; Zizaan and Idri, 
2023). 

3.2.1 Search String 

To ensure comprehensive coverage, the search string 
included key terms related to the study questions 
along with their synonyms. Synonyms were 
connected using the OR Boolean operator, while the 
main terms were linked with the AND Boolean 
operator. The full search string was constructed as 
follows: 

("black box" OR "neural networks" OR "support 
vector machine" OR "random forest" OR 
"ensemble") AND (fuzz*) AND (interpretab* OR 
explainab* OR “rule extraction” AND (medic* OR 
health*). 

3.2.2 Search Process 

The search process of the present SMS was based on 
titles, abstracts, and keywords of the primary 
retreived studies indexed by the six digital libraries. 

3.3 Study Selection 

At this point, the searches carried out returned a set of 
candidate studies. To further filter the candidate 
studies, we used a set of ICs and ECs, described in 
Table 2, and evaluated each one of the candidate 
papers based on the titles and abstracts. In case no 

1
Review questions
•Identify the mapping and review questions

2
Search strategy
•Identify the search string, and the resources

3
Study selection
•Apply the inclusion and exclusion criteria

4
Quality assessment
•Quality assessment using the quality form

5
Data extraction
•Extract data following the data extraction form

6
Data synthesis
•Synthetize and analyze the data
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final decision can be made based on the abstract 
and/or title, the full paper was reviewed.  

3.4 Quality Assessment 

The quality assessment (QA) phase is used to further 
filter high-quality papers and limit the selection. To 
do this, we created a questionnaire with six questions 
aimed at evaluating the quality of the relevant papers, 
as shown in Table 3. 

Table 2: Inclusion and exclusion criteria. 

Inclusion criteria Exclusion criteria 

Paper proposing/improving a 
new/existing FL-based ML 
interpretability technique for a 
medical application 

Papers not written in 
English 

Paper providing an overview 
of FL-based ML 
interpretability techniques 

Unavailability of the 
full-text 

Paper evaluating/comparing 
FL-based ML interpretability 
techniques of ML black box 
models 

Paper using FL for any 
purpose other than 
increasing the 
interpretability of ML 
black box models

 Paper attempting to 
improve the 
interpretability of ML 
black box models 
without the use of FL 

Table 3: Quality assessment form.   

 Question Possible 
answers 

QA1 Is the FL-based ML 
interpretability method 
presented in detail? 

“Yes”, 
“Partially” or 
“No” 

QA2 Does the study evaluate the 
performance of the proposed 
FL-based ML 
interpretability technique? 

“Yes”, 
“Partially” or 
“No” 

QA3 Was the assessment done 
quantitatively or 
qualitatively? 

“Quantitatively” 
or 
“Qualitatively” 

QA4 Does the study compare the 
proposed technique with 
other techniques? 

“Yes” or “No” 

QA5 Does the study discuss the 
benefits and limitations of 
the proposed technique?  

“Yes”, 
“Partially” or 
“No” 

   

QA6 Is the Journal/Conference 
recognized? 

Conferences:  
Core A: +1.5  
Core B: +1  
Core C: +0.5  
Not ranked: +0  
Journals :  
Q1 : +2  
Q2 : +1.5  
 Q3 or Q4: +1  
Not ranked: +0 

3.5 Data Extraction 

A data extraction form was utilized for each selected 
paper to answer the MQs. The extraction process was 
divided into two phases: initially, the first author 
reviewed the full texts of the studies to collect relevant 
data, followed by a verification step where the co-
author ensured the accuracy of the extracted 
information. 

3.6 Data Synthesis 

During the data synthesis stage, the extracted data is 
consolidated and reported for each MQ. To simplify 
this process, we used the vote-counting method, and 
narrative synthesis to interpret the results. Then, 
visualization tools such as bar and pie charts, created 
using MS Excel were used for a better presentation. 

3.7 Threats to Validity 

Highlighting the study's limitations is as important as 
presenting its findings, enhancing reliability. Some 
main threats to validity in this study can be: 

Study selection bias: A search string using the 
search string may miss some studies due to the broad 
scope. To address this, we set minimum criteria in the 
QA for objective decisions and included three 
possible answers to minimize disagreement (“Yes”, 
“Partially” and “No”). 

 To ensure accuracy during the data extraction 
phase, the results were reviewed consecutively by 
two authors. 

4 MAPPING RESULTS 

This section gives a summary of the selected articles, 
addresses the MQs listed in Table 1, and discusses the 
results of the synthesis.  
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4.1 Selection Process 

The searches across the six selected digital libraries 
returned a total of 2,561 potential articles. By applying 
IC/EC and performing a quality assessment, we 
identified the papers relevant to our SMS, resulting in 
67 pertinent studies, as depicted in Figure 2. 
 

 
Figure 2: Papers selection steps. 

4.2 MQ1: Publication Channels and 
Years 

The 67 selected studies were distributed across 
journals and conferences, as depicted in Figure 3. 
Specifically, 67% of these papers were published in 
journals, and 33% in conference proceedings. 

The selected papers were published in the journals 
IEEE Transactions on Fuzzy Systems, Expert 
Systems with Applications, and Applied Soft 
Computing, each featuring six publications. The 
International Conference on Fuzzy Systems (FUZZ-
IEEE) was the most common conference, appearing 
three times among the selected papers, whereas other 
conferences were cited only once or twice. 

The bar chart in Figure 3 shows the distribution of 
papers published each year from 1999 to 2023. There 
are several years with low numbers of publications, 
mostly between 2 to 4 papers, 1999 (4 papers), 2005 
(3 papers), and 2006 (3 papers). A significant increase 
is observed starting in 2020, with 6 papers, followed 
by 14 papers in 2021, and peaking at 15 papers in 
2022. In 2023, the number of publications decreased 
to 4. 

The observed increase in studies focusing on the 
interpretability of ML black-box models using FL in 
2022 may be related to the increased interest in 
transparency and trustworthiness in ML models. The 
necessity for explainable AI (XAI) has become 
particularly pressing in critical domains such as 
medicine (Chaddad et al., 2023). Consequently, 
researchers have been exploring various XAI  

 
Figure 3: Distribution of the qualified studies per year and 
channels. 

approaches, with fuzzy systems being one notable 
avenue of investigation. 

The decrease in the number of papers in 2023 can 
be attributed to several challenges, such as the 
complexity involved in training neuro-fuzzy systems 
for high-dimensional datasets (Ouifak and Idri, 
2023a). As the rule bases expand, the rules 
themselves can become lengthy and difficult to 
interpret (Ouifak and Idri, 2023b, 2023a). Another 
factor may be the transparency these models offer 
when dealing with tabular data, where linguistic rules 
are more easily understood. However, many ML 
applications in medicine are related to medical 
imagery, where this clarity is less apparent. 
Additionally, it remains unclear to many medical 
professionals how FL can be integrated into their 
daily work. For instance, during diagnosis, patients 
often describe symptoms with some degree of 
ambiguity (e.g., 'a not strong pain,' 'a medium pain,' 'a 
little bit of pain'). These degrees of truth should be 
considered by doctors, but managing numerous 
symptoms with varying degrees of truth can be very 
complicated. A system capable of handling such 
fuzziness would be effective in these cases. 
Furthermore, there is a limited number of high quality 
open-source medical datasets, whether tabular or 
image-based, available for research (Chrimes and 
Kim, 2022). The lack of open data in this field can 
also pose a significant barrier to the evaluation of new 
techniques. 

Contributions to FL and related systems are still 
evolving, but there is a need to showcase more 
practical applications and simplified models across 
different domains to maximize the potential and fully 
leverage the benefits of this research area. 
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4.3 MQ2: Type of Contributions 

As shown in Figure 4, two types of contribution are 
identified: Solution Proposal (SP), and Evaluation 
Research (ER).  

 
Figure 4: Type of contribution in the selected studies. 

As illustrated in Figure 5, ER and SP are more 
prevalent compared to other types of contributions 
such as reviews or opinions. This indicates a 
significant interest in proposing and evaluating new 
FL-based interpretability techniques for medicine.  
Moreover, the prevalence of SP over evaluating 
existing FL techniques indicates that the field is still 
immature and requires further development. It's 
important to note that even when papers introduce a 
new approach, they still conduct evaluations using at 
least one dataset. 

4.4 MQ3: Studied Diseases 

The chart in Figure 5 displays the number of papers 
addressing different diseases. The distribution 
indicates a significant research focus on breast cancer 
and diabetes compared to other diseases. Breast 
cancer has the highest representation with 18 papers, 
followed by diabetes with 15 papers, and heart 
disease with 13 papers. Liver cancer and hepatitis 
each have 5 papers, while sleep disorder and 
mammography are addressed in 4 papers each. EEG 
signals related to bipolar disorder are discussed in 3 
papers. Hypothyroid, mental health disorders, and 
bipolar disorder each have 2 papers. Additionally, 
there are 2 papers focusing on hepatobiliary 
disorders, Wisconsin, and Parkinson's. 

Breast cancer is a significant health issue and is 
the leading cause of death among women worldwide 
(Zerouaoui and Idri, 2021). It has become a major 
focus in the field of ML for diagnosis, prognosis, and 
treatment. The importance of this topic and the 
availability of open-source data have contributed to 
its prominence in research, explaining why it is 
frequently studied in the selected papers. 

 
Figure 5: Most Studied Diseases. 

4.5 MQ4: Types of FL Techniques 

The selected studies have mainly either trained: (1) an 
FL-based ML model to leverage the interpretability 
features of FL (e.g. neuro-fuzzy systems for cancer 
diagnosis (Nguyen et al., 2022) or association rules 
for medical diagnosis based on medical records 
(Fernandez-Basso et al., 2022)), or (2) an ML model 
and then extracted FL rules from it to explain its 
decisions (e.g. rule extraction from SVM on lung 
cancer (Fung et al., 2005) or liver cancer (Chaves et 
al., 2005)). 14 of the selected studies used TSK fuzzy 
systems (e.g. (Shen et al., 2020; Zhou et al., 2021)), 9 
of them specified the Mamdani category fuzzy system 
(e.g. (Ahmed et al., 2021; Liu et al., 2006)), while 
others didn’t specify. Also, 36 of the papers 
mentioned using type-1 fuzzy systems. 

32 papers used neuro-fuzzy systems and fuzzy 
linguistic rules (Nguyen et al., 2022) for a 
performance-interpretability tradeoff, while others 
used other techniques like the visualization (Sabol et 
al., 2019). 

The research community has tended towards the 
use of the neuro-fuzzy framework. This can be 
explained by the fact that neuro-fuzzy networks 
combine both the powerful performance capabilities 
of ANNs and the interpretability that FL provides 
(Ouifak and Idri, 2023a).  For example, (Nguyen et 
al., 2022) used the adaptive neuro-fuzzy system 
(ANFIS) (Jang, 1993), which is a popular model used 
across domains (Ouifak and Idri, 2023b). They 
combine fuzzy inference in a hierarchical architecture 
with attention to select the important rules to interpret 
the results of medical diagnosis. Others also used 
neuro-fuzzy systems for different tasks and diseases 
like sleep disorders (Juang et al., 2021), heart diseases 
(Bahani et al., 2021), and ovarian cancer (Tan et al., 
2005) and showed the potential of FL system in 
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interpreting ML rules, especially in the form of rules 
(Bahani et al., 2021; Chaves et al., 2005; Fung et al., 
2005; Nguyen et al., 2022; Ouifak and Idri, 2023a). 

5 CONCLUSION 

This paper aimed to perform an SMS on the use of FL 
in the interpretability of ML black boxes in medicine. 
First, using a search string, a search was conducted in 
six different digital libraries. Second, a study 
selection process was performed, it started with 
identifying the papers within the scope of our SMS, 
and then the quality scores were computed to get only 
relevant papers. The study selection and quality 
assessment phases returned 67 relevant papers which 
were used to answer the MQs of this study. The main 
findings of each MQ are summarized below: 
- MQ1. The data extracted to answer this MQ 

revealed that the interest in using FL to tackle the 
black box ML models is a hot research topic that 
is attracting attention once more. This was 
especially the case in 2022 with 15 papers. 
Moreover, two publication avenues were 
identified: journals and conferences.  

- MQ2. Evaluation Research and Solution 
Proposal were the two main types of 
contributions made by the selected papers. Most 
of the selected papers conducted experiments and 
compared existing or new FL-based ML 
interpretability techniques.  

- MQ3. Breast cancer and diabetes diseases were 
the most studied using FL techniques for ML 
interpretability. 

- MQ4. Neuro-fuzzy systems specifically type-1 
TSK systems are the most evaluated and studied 
to generate ML explanations. 
Future work aims to delve deeper into neuro-

fuzzy systems, which show great promise despite 
some limitations. One key issue is the loss of 
interpretability when using ensembles. To address 
this, we plan to develop a single rule base model that 
effectively represents the ensemble and maintains 
interpretability. 
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