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Abstract: The paper focuses on the field of ontology evaluation and visualization. 

Ontologies represent the essential technology for the development of the Semantic 

web applications. This technology has been proven to be useful in a range of 

applications for data manipulation and administration. The paper introduces an 

ontology visualization approach based on descriptive vectors. It offers the design 

of descriptive vectors representation for an ontology domain and also the 

algorithm design for generation of the descriptive vectors. This approach offers 

quick overview of the given ontologies content. In addition, this work presents the 

design of methods for comparison and evaluation of various ontologies based on 

descriptive vectors. Moreover, it introduces a method for ontology placing in the 

context within an ontological space (the map). Finally, a method for 

administration of user navigation in the ontological space is presented. 
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1 Introduction 

The paper is associated with the Semantic web, which has become an inseparable 

part of our life. The current web is heterogeneous – it contains millions of 

information sources with various structures. Web users have sometimes big 

problems to process the enormous amount of information available on the 

Internet.  The base of the web is represented by the technology of hypertext 

references, which enable interconnection of one source to another one. In such net, 

the user orientation is difficult. In this case, the semantics is presented in the web, 

but it is presented only in an elementary form of hypertext links. The links can be 

considered as instances of some form of relations, but without any exact semantic 

specification.  They contain a lot of accessible information chunks, which are 

readable by people but unreadable by machines. Nowadays, many researchers try 

to find a way how to process the web information automatically by machines 
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within the Semantic web searching. The Semantic web development brought up 

the increased interest about the technologies used in the process of creation and 

using of the Semantic web applications (for example XML, RDFS for metadata 

and RDF, OWL for ontologies).  The Semantic web assumes a new knowledge 

deduction from the knowledge explicitly presented in some given ontology, for 

which logics – another the Semantic web technology - can be used.  

The Semantic web development stimulates the increased interest in the ontologies, 

in the developing standards and creating ontologies regarding these standards. 

This effort has resulted in a great number of ontologies available on the Internet 

these days, sustaining the premise that ontologies are useful in many areas: digital 

libraries, management of information, the Semantic web or knowledge based 

systems. For example, in the paper [22] an approach towards modelling a classical 

expert system using an ontology-based solution is presented. The increasing 

amount of accessible ontologies leads to a need of methods for effective 

visualization of the ontology structure in order to support ontology management 

and searching. The [11] presents an application of ontologies and semantic 

technologies to the creation of an enhanced management system. The [5] presents 

a tool-based semantic framework that uses ontology and requirements boilerplates 

to facilitate the formulation and specification of security requirements.  

The increased interest in the ontologies evokes a need of their processing, 

indexation, searching and reusing. Within the last few years, some platforms for 

ontology searching like Swoogle [6] and Watson [3] were developed. The work 

[10] uses the Semantic web technologies to enable content representation to be 

independent of particular content presentation platforms. But no tool supports 

decision making connected to the question, which ontology is the best one from 

the point of view of a user and his/her domain of interest. The decision making 

and appropriate ontology searching can be made very complex by means of the 

keywords ambiguity and lack of explicit data about the domain that the ontology 

covers. The paper [17] introduces a domain specific language called SWSM for a 

model-driven development of web services. Also, the language of the ontology 

has to be taken into account. The work [1] proposes a semi-automatic procedure to 

create ontologies for different natural languages. 

In this work we argue to develop an easy way enabling to obtain a general 

impression of what a particular ontology is about. The mentioned decision process 

can be supported by ontology visualization tools for the inspection of all the 

concepts of an ontology and their relations. This is the reason for considering 

ontology visualization. The aim of the paper is to propose a new tool for ontology 

visualization using descriptive vectors – the tool represents a novel approach to 

providing a quick overview of the content of given ontologies without necessity 

for long searching and exploration of the ontologies. This approach is an 

alternative to FCA (Formal Concept Analysis) [25], but our approach is more 

effective, because it is not so exhaustive and complex. The descriptive vector of 

an investigated ontology and the descriptive vector of the domain of user interests 
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are used for user navigation within the process of searching and selection of an 

appropriate ontology. This work presents a design of methods for comparison and 

evaluation of different ontologies based on descriptive vectors. Within the design 

process, the ontology visualization and evaluation are not considered separately. 

The ontology visualization and evaluation create design environment 

simultaneously serving for all needed functions in one integrated access.  

2 Ontology Visualization 

Because ontologies can reach extreme size and complexity, the developing of 

ontology visualization tools is necessary. Ontology visualization methods 

according to [13] can be divided into the following groups: Indented lists, Graph 

and tree structures, Zoom-able techniques, Space-filling techniques, Focus + 

context or distortion access, 3D information landscapes. 

The indented lists form a simple and intuitively understandable group of 

visualization methods, which presents classes as nodes in indented collapsible 

tree. System Protégé [12] serves such representation. A disadvantage of it lies in 

lucidity connected with large number of classes and higher number of nested 

levels.  

The graph and tree structures represent a very suitable metaphor for the ontology. 

The hierarchy and various types of relations between ontology objects can be well 

plotted by a graph or a tree. An example of this group of methods is the tool 

OntoViz [20], which is a plug-in for Protégé. Disadvantages of using this 

technique are: a lack of interactions, problems with navigation, a lack of a 

searching tool and low effectiveness of utilization of the space on a display. 

The zoom-able techniques visualize nodes from lower level inside their parent 

nodes. An example of the technique is CropCircles [19], which visualizes 

ontology in the form of hierarchy of concentric circles. This group of techniques is 

suitable for searching ontology with the purpose of finding a concrete object. 

These tools do not provide understandable picture of the ontology structure. 

The space-filling techniques aim at the best utilization of a space. They divide the 

space available for some representational node into rectangles. Each rectangle 

belongs to one descendant of this node (for examples TreeMaps for two and three 

dimensional space [24]).  Disadvantage of them is a lack of space remaining for 

internal nodes. They are inadequate for an ontology structure visualization.  

The focus + context or distortion access is based on the combination of a focusing 

method and a context. Usually, one node is in the centre and other nodes are 

situated around. Because of hyperbolic transformation, the larger distance is 

between those nodes, which are situated near the centre. Typical representatives of 
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this access are 2D Hyperbolic Tree and 3D Hyperbolic Tree [21], constituting a 

tree structure in two or three dimensional space. The tree root is situated in the 

centre and its descendants are placed around. When an actual node is changed, the 

tree visualization is rearranged around a new centre. It is suitable for providing a 

global view on ontology. Disadvantages of such methods are incompleteness of 

information about some of the nodes and continual redrawing of the graph.     

The 3D information landscapes methods locate ontology into a map and in this 

way define the context of the given ontology and its relation to other ontological 

documents on this map. The collocation is provided on the basis of relations 

between ontology and map components. The map can represent one or more 

domains. The examples of systems belonging to this category are File System 

Navigator (FSN) and Harmony Information Landscapes (HIL) [9]. The nodes are 

represented by three dimensional objects located on the map. Attributes of 

ontology documents are coded by colour and size of the given objects. 

We were inspired by a metaphor of this map. Information in an ontology is usually 

too extensive to be visualized globally in its whole complexity. So we were 

motivated to design a visualization method, which allows information filtration 

and focusing on key concepts of the ontology. Our aim was to enhance readability 

and fast orientation within the ontology to improve the user navigation in the 

ontology space. 

3 Ontology Evaluation 

Ontology evaluation is a process of the determination of a measure in which a 

given ontology meets some defined criteria [2]. This process is often specialized 

to be able to identify a domain, the ontology logically belongs to. This domain 

may be covered by a given ontology in different measure and with different level 

of granularity. Known ontology evaluation methods can be divided into the 

following approaches: an approach based on comparison with a gold standard, 

evaluation of results of applications using a given ontology, comparison with data 

sources, and human evaluation. Another dividing of the evaluation methods 

according to the evaluation level is following: lexical-data level, hierarchically-

taxonomical level, semantic relation level, contextual-application level, syntactic 

level and architecture and design level. Table 1 illustrates relations between these 

six evaluation levels (the first column) and four previously mentioned approaches 

to ontology evaluation (the first row). In case, that a relation exists (for example 

between lexical data and gold standard), the related cell is marked with “X”. 

The lexical-data level evaluation techniques focus on the concepts, instances and 

facts in the ontology. In [15], the evaluation technique is to describe the measures 

of similarity of two strings by a number from interval [0,1]. Each string from the 
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first set is compared with each string from the second set. In principle, this 

technique represents a comparison of all the names of concepts from a given 

ontology with the concepts of a gold standard. The gold standard can be 

represented by a group of strings being considered as a good representation of 

concepts from the given domain. The gold standard can be another ontology, 

concepts generated from text documents or defined by experts in the given 

domain. 

The hierarchically-taxonomical level evaluation does not focus on the analysis of 

the objects (as previous access), but focuses on analysis of the structure of 

relations between these objects.  

Table 1 

Survey of ontology evaluation techniques - source [2] 

Level Ontology evaluation approach 

Gold 

standard 

Application 

based 

Data 

comparison 

Human 

based 

lexical-data x x x x 

hierarchically-taxonomical x x x x 

semantic relation x x x x 

contextual-application  x  x 

Syntactic x   x 

architecture and design    x 

 

The semantic relation level evaluation includes all types of semantic relations. 

Very often, it contains precision and recall computing.  

The contextual-application level evaluation techniques focus on a context creation 

and evaluation in the framework of a real application. Various ontology 

documents can have mutual relationships between their parts or concepts. The 

relationships enable to connect given ontologies into one model and to create a 

formal and consistent domain description. This is the way, a context can be 

created. The ontologies are not intended for direct interactions with users. They 

are in the form, which is intended for reading by machines and common people 

(not experts) would have problems to read them. They are primarily designed for 

using in applications as an auxiliary source of information. Therefore, the quality 

of a used ontology influences the results of these applications and similarly good 

results of the application entitle us to presume good ontology quality. An approach 

for calculating the distance between two ontology concepts is described in [23]. 

The results are compared with a gold standard provided by an expert. 

The syntactic level of evaluation is focused on manually created ontologies. These 

ontologies are written in some particular programming language. They fulfil the 

specifications of the used language. This fact can be utilized within the testing of 

the ontologies.  



Machová, K. et al. Ontology Evaluation Based on the Visualization Methods, Context and Summaries 

 – 6 – 

The architecture and design level is processed manually, mainly in the case when 

the ontology has to fulfil some predefined criteria.  

4 New Evaluation Method Using Visualization 

The main objective of our work is to navigate users in a large ontology space and 

help them to select a suitable ontology for their needs, interests or systems. The 

mentioned objective belongs to the field of user personalization and personalized 

web recommender systems [26]. To achieve the objective we decided to use 

ontology evaluation methods. This approach can be successful only with the aid of 

an effective ontology visualization method which enables to create a smart and 

quick picture of the content of an examined ontology. Therefore, we decided to 

design a combination of ontology visualization and evaluation methods based on 

descriptive vectors, inspired by a metaphor of 3D information maps. We have 

chosen this model, because it enables not only convenient user navigation in a 

large ontology space, but also it enables to express relations and even proximity of 

particular ontologies. The measure of the closeness or even of the 

diffusion/interleaving of ontologies in the 3D information map intuitively 

expresses the measure of semantic similarity. This property distinguishes our 

approach from other approaches.   

The existing visualization techniques are too complex and thus they are 

inadequate for quick ontology searching and evaluation. We have designed an 

approach enabling reusing an ontology in a specific application even if the 

ontology was developed for a different purpose. Our approach enables an effective 

search of information within ontologies. Main steps of our design of the ontology 

visualization process are following: 

 generating of a vector description of a domain 

 generating of a vector description of an ontology 

 comparing the two descriptive vectors  

 visualizing in a context 

 navigation in an ontology space. 

4.1 Vector Description of a Domain 

The aim of the vector description of a domain is to summarize all available 

information about the domain and to insert them into the vector in the compressed 

form. Each domain can be represented by one so called descriptive vector. The 

vector can be compared with an ontology descriptive vector to evaluate the 

measure of coincidence. The concept “domain” can be defined as a field of 

knowledge represented by entities, their relations, attributes, their values and 

rules, which associate elements on the higher level of generality. Formally 
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consistent sources of information about some domain can be just ontologies. 

Therefore we decided to use domain-oriented ontologies as sources of information 

for acquisition of the descriptive vector of a given domain. There are the 

following preconditions in regard to ontologies: 

 the natural language used to define ontologies is English 

 the syntactical properties of English are exploited in searching on 

ontologies 

 the label plays the role of the denotation for a concept as a node in a 

complex network and it is not used for edges that represent relationships. 

Some concept within the ontology can be represented by its label – name pair as 

well as by other concepts within its environment (consisting of the closest 

concepts). They both define concept’s semantics. For example the concept “soul” 

accompanied by an environment “music, blacks, rhythm” has different semantics 

as the concept “soul” accompanied by the environment “spirit, psyche, animus”. 

The representation of the context of a term (including its environment) is a vector 

of words – labels of concepts. The existing visualization techniques visualize 

ontology content in the form of a complex and complicated graph. That is why we 

have come with a solution, which can compress data from different ontologies and 

consequently about domain, in the form of domain descriptive vector di (1): 

 ],(),...,,[ 11 iMiMiii wcwcd  . (1) 

Symbols wik are weights of the concepts cik with relation to the domain di. The 

number of domains is N: i Є [1,N]. Each of these vectors represents “gold 

standard” of the given domain. Unlike a classic gold standard, which was created 

manually, the gold standard within our approach was created in an automatic way 

by analysing contents of the related ontologies.  

Within the descriptive vector of a given domain creation, all relating ontologies 

with respect to the domain have to be searched. At the beginning of this process, 

user has to enter a key term characterizing the given domain. The key term (key 

concept) can be an object of Class type. It cannot be an object of Individual or 

Property types. The Semantic web browser finds all the ontologies, containing this 

key term. All concepts from the nearest environment of the key term in the given 

ontology are selected and saved with their status. The information will be used for 

weight calculation for the descriptive vector of the given domain. Figure 1 

illustrates examples of the ontologies, which were selected, because they contain 

the key term “academic employee” (red colour). 

The nearest environment of the key term “academic employee” in our ontology 

example can be found in the left part of Figure 1 (green colour). It contains all 

nodes (owl:Thing, lecturer, PhD student), which are related directly to the original 

key term. The given key concept was found also in the ontology example on the 

right side of Figure 1 in the form of the term “academic”, with its nearest 

environment (academy, professor in academy, researcher in academy). Our 
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approach considers also a partial match between the key term given by the user 

(“academic employee”) and the key term found in the ontology (“academic”). All 

selected terms are inserted into the descriptive vector together with their weights. 

The weight of a term represents its semantic closeness to the key term. The weight 

is calculated in the following way. At first, initializing weights for key term (exact 

match, academic employ) and for similar terms (partial match, academic) are 

calculated.   

These terms (red colour in Figure 1) are marked as original concepts. Each of the 

considered ontologies contains one original concept. The weight initialization of 

the original concept is calculated according to the type of the given object:  

 object Class:  w0 = 10 + G 

 object Individual: w0 = G 

 object Property:  w0 = 1. 

where the object “Class” represents a group of similar “Individuals” and object 

“Property” represents some relation, for example some relation between classes. 

Intuitively, the object Class has greater weight than for example the Individual, 

because it contains more individuals and therefore it represents a concept, which is 

generally more valuable for visualization.   

The coefficient G Є [1,10] represents a generality level of the concept, where G = 

1/10 represents minimal/maximal generality of the concept.  

A superior concept is the concept containing a link to the original concept (the 

original concept is a type/subclass of the superior concept).  The weights of 

superior concepts from the nearest environment of the original concept (owl:Thing 

for original concept academic employee in Figure 1) are calculated according to 

(2): 

l

Gw
w


 0 . 

(2) 

The parameter l is the number of words in the label of the concept. For example, 

“owl:Thing” has l=2   and “MusicalExpression” has l=1 (Figure 3). The way of 

computation of this parameter ensures the preference of concepts with smaller 

number of words in their labels. These concepts have higher information value. 

On the other hand, the Class - concept that is labelled with multiple words has 

lower information value and also lower weight. The parameter “l” is not taken into 

account into original weight w0, because w0 and l are two parameters used in 

computing the final weight w. The original concept that matches only partially to 

the given key concept gets the different weight as the fully matching original 

concept. 

An inferior concept is the concept containing a link from the original concept (the 

inferior concept is a type/subclass of the original concept).  The weight of inferior 

concepts from the nearest environment of the original concept (lecturer, PhD 
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student for original concept academic employee in Figure1) is computed 

according to the formula (3): 

l

w
w 0 . 

(3) 

Both, superior and inferior concepts take into account the existing hierarchy of the 

ontology. The main difference between the superior and the inferior concepts is 

that the superior one contains “a link to” and inferior one contains “a link from” 

the original concept. They cannot have the same weights as the original concept, 

which is the core of the descriptive vector and which is more similar to the key 

word, even if their labels contain the same number of words.  

 

Figure 1 

Tree-like graphs of two ontologies (type of using relation is “subClassOf”) 

For the key concept “academic employee” and G=1 the following concepts from 

the ontology on the left in Figure 1 are collected into the domain descriptive 

vector:  

[(academic employee, 11), (owl:Thing, 12), (lecturer, 11), (PhD student, 5.5), …] . 

The numbers in this vector represent weights of the vector concepts. The change 

of the parameter G into value G=10 leads to the following modification of the 

descriptive vector: 
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[(academic employee, 20), (owl:Thing, 30), (lecturer, 20), (PhD student, 10), …] . 

In the case of higher occurrence of labels consisting of more words, the difference 

of vector modification is more significant. The descriptive vector is only a 

particular vector, which was created from the left ontology in Figure 1. The whole 

domain descriptive vector comes into being by aggregation of all particular 

vectors coming from all ontologies containing the given key concept. The 

aggregated domain descriptive vector represents summary of all particular vectors, 

which were derived from the related ontologies.  

Various particular vectors can contain the same concept but with different 

weights. The concept is inserted into the aggregated vector only once with the 

weight, which is aggregated from all weights of the given concept coming from all 

particular descriptive vectors.  

The next step is normalization and reduction of the domain vector. The 

normalization represents transformation of all weights into the interval [0,1] for 

the purpose of future comparison of the domain descriptive vector with an 

ontology vector.  Consequently the concepts with lower weights than a given 

threshold T are eliminated from the vector (experimentally was stated the 

threshold T = 0.0005).  

4.2 Vector Description of an Ontology 

The vector description of an ontology obtains descriptive vectors of the key 

concepts of the ontology with their weights.  The concepts on the most abstract 

levels of the ontology are not suitable for the role of the key concepts, because 

they are too general. Similarly, the concepts on the lowest levels of the ontology 

are too specific for common users. The most suitable and informative levels are 

those in the middle of the ontology taxonomy. This idea was used in a method 

developed in Knowledge Media Institute in Open University in Great Britain 

within the project NeOn [4]. The method is based on the search of n concepts, 

which describe the ontology in the best way – key concepts of the ontology. The 

method tries to maximize centrality of the concept (maximum number of 

appearances in all paths from the root of the ontology) and to minimize the 

number of words in the concept label. In addition, the method tries to maximize 

the density of the concept (the number of concept instances or its frequency) and 

the concept coverage (the number of other key concepts in the ontology, which 

belongs to the sub tree of the given concept). All key concepts with the highest 

information value represent the ontology summary. The descriptive vector of the 

key concept contains also concepts from its environment and it reflects only one 

ontology context. The relevant concepts for the inclusion into the descriptive 

vector of a key concept are all ancestors and all descendants of this key concept as 

illustrated in Figure 2.  
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The weights of concepts in the descriptive vector are calculated according to 

formulas (2) and (3) with the initializing weight value equivalent to “10” and 

“G=5”.  For example in Figure 2 the description of the key concept “supervisor” 

(in the form of the descriptive vector) is: 

[(supervisor, 15), (agent, 20), (owl:Thing, 10), (professor, 15), (senior researcher, 

7.5), (assistant professor, 7.5), (associate professor, 7.5)]. 

The descriptive vector of each key concept must be normalized into interval [0,1] 

for the purpose of enabling subsequent comparison with a domain descriptive 

vector. The terms with weights lower than the threshold value T=0.0005 are 

eliminated from the key concept vectors. After carrying out the mentioned steps, 

the descriptive vector of the key concept “supervisor” will be the following: 

[(agent, 1), (supervisor, 0.75), (professor, 0.75), (owl:Thing, 0.5), (senior 

researcher, 0.375), (assistant professor, 0.375), (associate professor, 0.375)].  

 

Figure 2 

Key concept (red colour) of the ontology together with its relevant concepts (green colour). In this 

case, not only the nearest environment of the key concept is taken into account but also the rest of 

antecedents and descendants of the key concept, because the nearest environment would be represented 

by only three nodes 
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4.3 Comparison of Descriptive Vectors 

Our approach uses the well known cosine metric of the similarity between the 

vectors of the ontology and the domain. According to [14] the cosine metric of the 

similarity is suitable for short texts. The metric expresses a cosine of the angle 

between the two vector representations in the coordinate system – the domain 

descriptive vector and the vector of the context of the ontology. The key concepts 

are located in the domain space and their coordinates are determined by their 

similarity measure within the given domain. Each of the similarities S(xi, xj) is 

calculated, where xi is vector of the i-th ontology (i Є [1,M]) and xj is vector of the 

j-th domain (j Є [1,N]). The resulting similarity matrix is following: 











NMN

M

SS

SS
S

1

111 . 
(4) 

The similarity matrix can be used for various purposes. For example, with the aid 

of the similarity matrix, the best location of the ontology key concepts in the 

domain space can be assigned within the visualization method. Other application 

possibilities are an automatic ontology evaluation and an automatic ontology 

searching according to user requirements and criteria. One of such criteria can be 

represented by a set of domains, which must be covered by the given ontology in 

the significant measure. Another criterion can be searching for only one domain 

covered by the given set of ontologies in the best way. Next possible applications 

can solve the problems of ontology comparison, combination of ontologies into 

larger information systems or key words extraction from a domain. We do not 

focus on the WordNet, because we utilize a content of all available ontologies 

within the web space.   

5 Implementation of the Designed Method 

From the view of our implementation of the designed method, two tools for 

acquisition of the ontological data were considered: Swoogle [6] and Watson [3]. 

Swoogle is an older tool and it cannot distinguish different versions of an 

ontology. The tool also administrates ontologies only on the level of documents 

and it cannot provide functions for access to objects into the given ontology. On 

the other hand, Watson can distinguish various versions of the same ontology and 

can manage accesses to the stored ontologies and enables their reusing, which is a 

very important feature. On the basis of these facts, the tool Watson was selected.  

The designed method - combination of ontology visualization and evaluation 

based on descriptive vectors - was implemented as a system called OntoSumViz 
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and subsequently tested. This system works in three steps: semantic content 

acquisition, concepts processing and cache filling. 

The semantic content acquisition was executed with the aid of the Watson system 

using Java Client API. The module downloads the ontologies containing a given 

key word. It extracts sub-trees (which contain the key concept) from the searched 

ontologies and its nearest environment together with information about their types 

and relationships. The sub-trees are assigned to the original concept found in the 

given ontology.  

Within the module of concepts processing, the weights are initialized. In the next 

step, the weighting scheme is applied for modification of concepts weights, 

aggregation and normalization. The resulting concept descriptive vector is an 

input for the comparator. It compares the descriptive vectors of given domains and 

the descriptive vector of a key concept in an ontology and subsequently allocate 

the domain for the given ontology.  

In the last step a cache is filled in order to save descriptive vectors for next reuse. 

The cache module checks whether the descriptive vector for the key concept given 

by a user occurs in the buffer. Only in the case when it was not found, the 

implementation OntoSumViz starts computing of a new descriptive vector. To 

inspect the number of the ontologies containing the given key concept, it is 

necessary to call the special service, which takes 11 seconds, which is an average 

value of the time response of the special service. It illustrates the system as extra 

time consuming. For the vector with 200 terms, the service has to be called 200 

times. It represents a considerable delay. Therefore we decided for another 

solution. It is using the vectors from the cache in the role of the corpus of the 

ontologies.  

Our implementation of the designed method is realized as a module of 

OntoSumViz. The novelty of our approach is the design of descriptive vectors 

computing. This approach offers quick overview of the given ontologies content 

without long searching and exploration. 

5.1 Visualization of the Context within the OntoSumViz 

The approach, which was described within previous sections, can be used in many 

ways. We use it for creating the context of the ontology. It was mentioned, that the 

concepts with the significant information value are situated in the middle level of 

the ontology. Our implementation offers these concepts to user automatically 

within the ontology visualization. The implementation characterizes the meaning 

of the concepts with the aid of their environment and in this way it makes easier 

the decision making process of the user about suitable ontology. A principle of 

gradual uncovering of the ontology content is consistent with user mental model 

creation.  
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The whole number of middle level concepts in the visualized ontology is divided 

into three levels of significance. In each level, the same number of concepts 

occurs. In the case, when twelve concepts are added on the sheet, these twelve 

concepts are divided into three significant levels and each level contains four 

concepts. The process of the visualization of these concepts is the following: at the 

first moment, only the four most important concepts for the decision about the 

ontology suitability and the measure of interest of the given ontology for a user 

are visualized. Next, other four less important concepts are displayed and, at the 

end, the four least important concepts are visualized. 

5.2 Ontology Location in the Context 

Within our implementation, the ontology is represented by a set of key concepts. 

The user can change the level of details by closing in respectively secluding 

(zooming out) the used view. To specify the meanings of the key concepts, the 

metaphor of a geographical map is used. The map is represented by the space, 

which is divided into sectors (9 sectors in Figure 3). The sectors represent 

different domains – different possible user’s interests. The ontology can 

(intuitively) exceed the borders of one domain. The key concept is defined by its 

environment on the map. Visualization of such a map and visualization of the 

selected ontology at the same time are illustrated in Figure 3. The implementation 

of the OntoSumViz is a component of the tool NeOn Toolkit [8], [16]. 

The domains (their names use capital letters) are represented by characterizing 

concepts (using small letters) in the related sectors. The terms originate from the 

descriptive vectors of the given domains. The descriptive vector of the domain 

cannot be displayed completely because of its cardinality. Due to this reason, only 

six the most important terms are displayed. As an example, the key concepts of 

the ontology “musicontology.rdf” (including their environment) are located onto 

map (yellow colour) on the basis of the similarity calculation between the 

descriptive vector of the domain (nine descriptive vectors are used, one for each 

domain in the example in Figure 3) and the descriptive vector representing the 

ontology key concepts. The ontology key concepts are situated in those domains, 

whose vectors are the most similar to the given key concepts vector. The ontology 

key concepts are situated in the positions, which are nearest to the most similar 

concepts of particular domains.    
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Figure 3 

The screenshot of the NeOn Toolkit [16] with a map and with visualization of an example ontology 

using OntoSumViz (right window - control panel of the OntoSumViz) 

The ontology key concepts can be distributed to more than one domain. Figure 3 

illustrates distribution of the ontology key words into 6 domains, because relations 

to the other three domains are marginal insignificant. Thus, it can be said, that the 

ontology belongs mainly to two domains: ARTIST and MUSICAL GROUP.  If 

there is some direct relation between two concepts, then this relation is displayed 

by an arrow (see Figure 3). The presented implementation can be used also for 

displaying more ontologies on the same map.  

5.3 Navigation in the Ontology 

Navigation in the ontology is performed using the control panel of the tool 

OntoSumViz illustrated in the right window in Figure 3. The panel contains 

buttons, which are grouped into the following blocks: Appearances, Key concepts, 

Zooming, Mouse node and other controls.  

Within the block “Appearances”, presentation of nodes and edges of the ontology 

graph can be set up. The block “Nodes” contains two possibilities: “size by 

importance” and “shape by type”. The size by importance selection enables to set 

a size of displayed key concepts according to their importance. The key concepts, 



Machová, K. et al. Ontology Evaluation Based on the Visualization Methods, Context and Summaries 

 – 16 – 

which are displayed on the first significance level of approaching (see Section 5.1) 

have higher importance and therefore are of bigger size than the key concepts 

from other significance levels. The shape by type selection distinguishes key 

concepts according to types. A key concept of the type class is represented by a 

circle and a key concept of the type instance is represented by a square with 

rounded edges.  The block “Edges” contains two possibilities of edge form setting: 

“shape by distance” (a thick link represents the relation between concepts 

(subClassOf) and a thin link represents the relation between class and instance 

(instanceOf)) and “show edge type” (each link is signed by its name and type). 

The blocks “Key concepts” and “Zooming” enable application of the metaphor of 

a geographical map. User can enlarge some part of the map and see this part in 

more details. The block “Zooming” provides traditional closing (buttons “+” and 

“-“) and the block „Key concepts” provides contextual zooming – contextual 

navigation, when more detailed view of particular concepts is provided. The 

higher/lower level of significance can be achieved by buttons “+”/“-“.  

The block “Mouse node” enables manipulation with the whole graph 

(“transforming” – implicit setting) or moving one node of the ontology graph in 

the case, when two concepts (nodes) overlap (“picking” selection). 

The last block “Other controls” enables access to the following menu possibilities: 

1. “Tree view” button switches between the ontology displaying on the map and 

its displaying in the form of a graph.  

2. “Show NS” button shows the whole name of the key concept.  

3. “Reset Graph” button reinitializes ontology and locates it into the map in the 

case when some changes were performed, for example changing of the parameter 

generality.  

4. “Save as JPEG” button enables saving of the map or the graph in the form of 

a picture.  

5. “Summary for” button sets actual user.  

6. “Set Generality” button” enables setting of parameter G from interval [1,10] 

(as an implicit setting is used the value 5).  

6 Experimental Analysis 

A set of experiments with the OntoSumViz implementation was performed with 

the aim to verify the designed methods. The tests were focused on the following 

issues: 
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 possibility to use the vector description of a domain as a golden standard 

of the given domain, 

 precision of the designed methods and effectiveness of the 

implementation OntoSumViz within the user navigation in an ontology 

space, 

 comparison of the decisions provided by the implementation 

OntoSumViz against decisions of experts. 

6.1 Vector Description of a Domain as a Golden  Standard 

The golden standard of some domain is an etalon of the domain, which can be 

created by some expert in the given domain. We wanted to know, if our 

implementation OntoSumViz can be applied for building this golden standard and 

how many ontologies are necessary to be used for this golden standard building. 

In our case the golden standard would have the form of a set of concepts - items of 

the descriptive vector of the domain.  

Some experiments concerning the golden standard were performed. The 

experiments were carried out to find an optimal number of ontologies needed for 

computing the descriptive vector on the satisfied level of precision. We tried to 

verify also suitability of using the generated descriptive vector of a domain as a 

golden standard. We have performed a series of six experiments with various 

numbers of ontologies used for developing a descriptive vector (MaxOnt = 10, 

100, 200, 300, 400, 500 – MaxOnt is the maximal number of the used ontologies) 

which can be seen in rows of Table 2. The experiments showed the degree of 

matching (values in the cells of the table) between one of the three domains 

“Academic Employee”, “Project”, “Object” and a set of seven domains in 

columns of the table (“Instrument”, “PhD Project”, “Student”, “Education”, 

“Music”, “Supervisor” and “Entertainment”). The values in this table represent 

particularly the cosine similarity metric between two vectors of two domains.  The 

darker shade of colour represents higher degree of matching between the two 

given domains. The highest degree of matching within these experiment can be 

seen between the domain “Project” and “PhD Project” (e.g., in the experiment 

with MaxOnt=400, the similarity matching value equals to 0.8204).  

It can be seen, that the increasing number of the ontologies, used for the domain 

descriptive vector calculating, causes that the values of similarity are more precise 

and less diffused and the position of some domain from the above given ontology 

triplet in some column is reinforced. At the same time, the position in the other 

columns is weakened. The values of parameter MaxOnt, which are higher than 

300, do not cause any significant change of the results. Thus, just the value 

MaxOnt=300 seems to be an adequate compromise between time complexity of 

the calculation and precision.  
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Table 2 

Degree of matching between one of domain “Academic Employee”, “Project” and “Object” and the 

seven selected reference domains (“Instrument”, “PhD Project”, “Student”, “Education”, “Music”, 

“Supervisor” and “Entertainment”) 

 

 

6.2 OntoSumViz Implementation Testing 

The main goal of the implementation OntoSumViz is to navigate users in the 

ontology space and to help them to select a suitable ontology for a given 

application or a given problem. Therefore we performed tests to compare the 

precision of the user navigation by experts and by the implementation 

OntoSumViz. Three different experts have determined the ontology key concepts 

(the first column of the Table 3 – “Genre”, “Expression”, ...) belonging to the 

defined domains (the first row of the Table 3 – “Artist”, “Entertainment”, ...). At 
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first, semantic matching between the key concepts and domains was determined 

by all experts as a number from the interval [0,5]. Next, the measure of agreement 

of all experts was quantified by the standard deviation (Bessel modification was 

used). The results of the test are illustrated in Table 3. 

Table 3 

Standard deviation of experts’ agreements in the determination of belonging of the given key concepts 

to the selected domains 

 

The standard deviation shows differences among the decisions of the particular 

experts. Value 0 represents absolute agreement of all experts. The experiment 

acquired also pairs of the key words of the domain with a clear assignment for 

example “Instrument” – “Instrument”. Such pairs can show clear agreement 

between experts (Table 3). There are some domains without any relation to the 

ontology key concepts for example “Tree” and partially “Car”. They can show 

that concepts are not assigned in a random way. Another tested example is the 

case, when one key concept can be assigned to several domains and not belonging 

to any one from the given domains clearly (e.g., “Genre”). The experiment proved 

that the agreement among experts in this case is not very high. Nevertheless, 

values in the Table 3 are better than we expected.  
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6.3 Comparison of the Implementation OntoSumViz with 

Experts 

For the purpose of another experiment, an arithmetic average of experts’ 

responses was computed. The obtained average values were transformed into the 

interval [0,1]. This step cannot be omitted – it is necessary for the results to be 

comparable with the results obtained from OntoSumViz. Next, decisions of the 

implementation OntoSumViz were collected. They are also from the interval [0,1]. 

This interval represents cosine similarity metric, which has two extreme values: 0 

(represents absolute dissimilarity) and 1 (represents absolute similarity). The 

absolute similarity is only theoretical, because the domain descriptive vectors have 

usually significantly higher cardinality than a descriptive vector of ontology key 

concepts. Finally, the differences of experts’ average values and the 

OntoSumViz’s values were calculated (Table 4). The results of this comparison 

are numbers from the interval [-1,1].  

Table 4 

Comparison between responses of the exports and the implementation OntoSumViz 

 

Once again, darker shade of colour represents higher disagreement between the 

experts and the OntoSumViz. The shadowing illustrates ordering of the key 

concepts and the domains from more questionable to more clear. The last column 

and the last row contain “Average” values, representing classification errors. 
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Since there are only a few negative values, it is clear that experts’s decisions are 

systematically higher than the decisions of OntoSumViz (its highest similarity 

value is 0.3361 only, while the highest similarity assigned by the experts was 1.0). 

The most questionable domain is the domain “Musical”. The ambiguousness of 

the domain causes discordance among experts. This fact has an influence on 

different classifications by experts and by the implementation OntoSumViz. The 

OntoSumViz takes into account all possible contexts of the word or phrase. On the 

other side, experts take into account only one context of the word, usually more 

probable according to their experiences. Very often the OntoSumViz system 

prefers a domain on the higher level of generality. The vectors of more general 

domains have usually higher cardinality and so higher chance to match with some 

key concept descriptive vector.  

From the point of classification, 8 concepts from 21 were classified in the same 

manner (the experts and OntoSumViz agreed in their classification), i.e. the 

overall classification error was 0.619. The error is influences by the selected 

domains – the most problematic domain is “Musical”. After removing this domain 

from the test, the number of correctly classified concepts increases to 12. 

Conclusions 

This work provides a new insight into the ontology evaluation field according to 

its suitability for solving a given problem. For example, such problem can be a 

decision in the form of selection of an ontology for a system Magpie [7]. The 

system needs to load a suitable ontology for a given domain. The semantics of the 

Magpie (explanation of concepts for user) is based on availability of such 

ontology. In contrast to the hierarchical tree representation, our approach 

visualises and interprets concepts with the help of the context, which is 

represented by their environment (the neighbourhood concepts). Thus, semantics 

of the concepts is essential within the process of the ontology visualization. Our 

approach implements the principle of conceptual basis in the form of a map, 

which helps users to discover those domains, which the given ontology covers. In 

case of the necessity to visualize more than one ontology, our approach helps 

users to see the main differences among considered ontologies. 

The main contribution of this work is the design and implementation of the 

method of the vector descriptions of domains, which are generated by the 

information contained in the related ontologies. This approach offers quick 

overview of the given ontologies content without long exploration. We suppose, 

that ontologies are more valuable for this purpose than web pages or text 

documents, because ontologies contain dictionary of uniformly defined concepts, 

defined also by their properties and relations. All the facts were taken into account 

during the descriptive vectors design. Another very important contribution in the 

visualization field is placing the represented ontology on the map and creating the 

environment for the ontology. The novelty of the implementation OntoSumViz is 
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also in the combination of the ontology summarization with the conventional tree 

structure visualization.  

We can see some possibilities for further extensions of the designed and 

implemented approach, for example looking through more ontologies at the same 

time. User could locate two different ontologies on the map and denote their 

mutual complementation or combination.  It could be useful in the case, when the 

problem could not be satisfactory solved with the aid of a single ontology. In 

solving practical problems it is rather rare to find a single ontology, which is able 

to cover the whole problems and needs. For this reason it is very suitable to 

aggregate concepts from more sources. 

Another extension could be enriching the visualization by the functionalities of the 

implementation to make it more helpful for those users, who require a more 

complex ontology view. The combination of visualization approaches could be 

suitable for the possibility to switch between different visualization views, for 

example between the contextual and the semantic view. It could be also interesting 

to investigate new application domains of the descriptive vectors, which have 

potential overlapping the field of the ontology visualization. One possible domain 

is the field of recognizing personality aberration from a written text [18], where 

the descriptive vector for each aberration will be created from the texts written by 

persons suffered from this aberration. Consequently it will be compared with the 

descriptive vector of some new patient. 
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